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Abstract 
This report presents the results and conclusions of the EuroSDR project “Radiometric aspects of 
digital photogrammetric images” that was carried out during 2008-2011. The project was a European-
wide multi-site research project, where the participants represented stakeholders of photogrammetric 
data in National Mapping Agencies, software development and research. The project began with a 
review phase, which consisted of a literature review and a questionnaire to the stakeholders of 
photogrammetric data. The review indicated excellent radiometric potential of the novel imaging 
systems, but also revealed many shortcomings in the radiometric processing lines. The second phase 
was an empirical investigation, for which radiometrically controlled flight campaigns were carried out 
in Finland and in Spain using the Leica Geosystems ADS40 and Intergraph DMC large-format 
photogrammetric cameras. The investigations considered vicarious radiometric calibration and 
validation of sensors, spatial resolution assessment, radiometric processing of photogrammetric image 
blocks and practical applications. The results proved the stability and quality of evaluated imaging 
systems with respect to radiometry and optical system. The first new-generation methods for reflec-
tance image production and equalization of photogrammetric image blocks provided promising results 
and were also functional from the productivity and usability points of view. For reflectance images, an 
accuracy of up to 5% was obtained without need of ground reference measurements. Application 
oriented results indicated that automatic interpretation methods will benefit from the optimal use of 
radiometrically accurate stereoscopic photogrammetric imagery. Many improvements are still needed 
for the processing chains in order to obtain full advantage of the radiometric potential of photogram-
metric sensors. 

During the project, the quantitative radiometric processing in photogrammetric processing lines was 
not mature technology at all. Operational applications used qualitative and statistical methods in 
assessing and processing the radiometry, and the output image products were mainly used in visual 
interpretation. The major emphasis in this investigation was to consider the radiometry from the 
quantitative point of view. This report summarizes many points of view to the radiometric processing 
and all the evaluated methods can be further developed and implemented as automated tools in 
modern photogrammetric processes of National Mapping Agencies in the future. 

1 Introduction 

A special advantage of the new digital large-format photogrammetric imagery is a high-quality multi-
spectral radiometry. The high-quality radiometry opens up new prospects for the utilization of the 
photogrammetric imagery, but also requires new approaches for the data processing. The rigorous 
treatment of image radiometry is a new issue in photogrammetric processing chains. To investigate 
these issues, the European Spatial Data Research organization (EuroSDR) launched a project called 
“Radiometric aspects of digital photogrammetric images” in May 2008.  

1.1 Objectives of the Project 

The fundamental objectives of this EuroSDR project were as follows: 

1. Improve knowledge on radiometric aspects of digital photogrammetric cameras. 
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2. Review existing methods and procedures for radiometric image processing 

3. Compare and share operative solutions through a comparison of these techniques on a same 
test data set.  

4. Analyse the benefit of radiometric calibration and correction in different applications (classi-
fication, quantitative remote sensing, change detection etc.).  

1.2 Phases of the project 

The project was realized in two phases. In the first phase, a review was made on radiometric aspects 
of digital photogrammetric images based on literature and a questionnaire to stakeholders of photo-
grammetric processes. In the second phase, a comparative, multi-site, empirical investigation was 
conducted. 

1.3 Participants 

In total, six National Mapping Agencies (NMA), one company and seven research participants 
participated the project (Table 1). 
 
Participant Organization Role Phases 
Institut Cartogràfic de Catalunya (ICC) NMA Software developer, Data provider,  

Data user, Research 
1,2 

Institut Géographique National, France 
(IGN), Ecole Nationale des Sciences 
Géographiques (IGN/ENSG) and Labora-
toire MATIS (IGN/MATIS) 

NMA Sensor manufacturer, Software 
developer, Data provider, Data user, 

Research 

1, 2 

National Survey and Cadastre, Denmark 
(KMS) 

NMA Data user 1 

National Land Survey, Finland (NLS) NMA Data provider, Data user 1 
Ordnance Survey, Great Britain (OS) NMA Data provider, Data user 1 
Swiss Federal Office of Topography 
(Swisstopo) 

NMA Data provider, Data user 1, 2 

ReSe Applications Schläpfer, Switzerland 
(ReSe) 

Company Software, Consultant, Research 1, 2 

Finnish Geodetic Institute, Finland (FGI) Research  Research 1, 2 
Institut für Geoinformatik und Fernerkun-
dung, Universität Osnabrück (IGF) 

University Research 1 

University of Helsinki (UH) University Research 2 
University of Eastern Finland (UEF) 
 

University Research 2 

Instituto de Desarrollo Regional – 
Universidad de Castilla La Mancha (IDR-
UCLM) 

University Research 2 

Centre de Recerca Ecològica i Aplicacions 
Forestals – Universitat Autònoma de 
Barcelona (CREAF-UAB) 

University Research 2 
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Universitat de Barcelona (UB) University Research 2 
Universitat Politècnica de Catalunya (UPC) University Research 2 
Servei Meteorològic de Catalunya (SMC) Meteorological 

Institute 
Research 2 

Table 1. Participants of the project 

1.4 Publications 

Results of the project have been presented in several scientific articles and reports. This final report 
will present some of the highlights of the results, and the summary and conclusions of the project; 
detailed results are given in the detailed publications. In this report, these publications will be referred 
using bold Roman numbers. 

General descriptions of the project 

I. Arbiol, R., Martinez, L., 2009. ICC-Banyoles 2008 Campaign in the framework of 
EUROSDR Radiometry Project. Project description and preliminary results. Proceedings of 
XI Geomatic Week, Barcelona. 3 - 5 March. 

http://www.icc.cat/cat/content/download/48926/340513/file/banyoles_2008.pdf 

II. Arbiol, R., Martínez, L., 2010. ICC EuroSDR Banyoles08 research activities. International 
Calibration and Orientation Workshop EuroCOW 2010. Castelldefels (Barcelona), 10–12 
Feb.  

http://www.ideg.es/page.php?id=1360  

http://www.icc.cat/cat/content/download/20086/64380/file/11_ICC%20EUROSDR%20BAN
YOLES08%20RESEARCH%20ACTIVITIES.pdf 

III. Honkavaara, E., Arbiol, R., Markelin, L., Martinez L., Cramer, M., Korpela, I., Bovet, S., 
Thom, C., Chandelier, L., Ilves, R., Klonus, S., Reulke, R., Marshall, P., Tabor, M., 
Schläpfer, D., and N. Veje, 2009. Status report of the EuroSDR project “Radiometric aspects 
of digital photogrammetric airborne images”. Proceedings of the ISPRS Hannover Workshop 
2009, Hannover, Germany, June 2-5, 2009. 

http://www.isprs.org/proceedings/XXXVIII/1_4_7-W5/paper/Honkavaara-154.pdf 

IV. Honkavaara, E., Arbiol, R., Markelin, L., Martinez, L., Bovet, S., Bredif, M., Chandelier, L., 
Heikkinen, V., Korpela, I., Lelegard, L., Pérez, F., Schläpfer, D., Tokola, T., 2011. The Eu-
roSDR project “Radiometric aspects of digital photogrammetric images” – Results of the 
empirical phase. In Proceedings of the ISPRS Hannover Workshop 2011, June 14-17, 2011, 
Hannover, 8 pages. 

http://www.isprs.org/proceedings/XXXVIII/4-W19/paper/Contribution172.pdf 

Theory of image radiometry and results of Phase I 

V. Honkavaara, E., Arbiol, R., Markelin, L., Martinez, L., Cramer, M., Bovet, S., Chandelier, L., 
Ilves, R., Klonus, S., Marshall, P., Schläpfer, D., Tabor, M., Thom, C., and N. Veje, 2009. 
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Digital airborne photogrammetry – A new tool for quantitative remote sensing? – A state-of-
the-art review on radiometric aspects of digital photogrammetric images. Remote Sensing, 
Vol. 1, 577-605. 

http://dx.doi.org/10.3390/rs1030577 

Calibration  

VI. Honkavaara, E., Nurminen, K., Markelin, L., Suomalainen, J., Ilves, R., 2011. Calibrating  
and validating multispectral photogrammetric 3D imaging system at a permanent test site – 
Case study with an Intergraph DMC. Photogrammetric Record, 26 (134), 229-249. 

http://dx.doi.org/10.1111/j.1477-9730.2011.00634.x 

VII. Markelin, L., Honkavaara, E., Hakala, T., Suomalainen and J., Peltoniemi, J., 2010. Radio-
metric stability assessment of an airborne photogrammetric sensor in a test field. ISPRS 
Journal of Photogrammetry and Remote Sensing, 65(4): 409-421. 

http://dx.doi.org/doi:10.1016/j.isprsjprs.2010.05.003 

VIII. Martínez, L., Arbiol, R., Pérez, F., 2010. Casi characterization and atmospheric correction for 
EuroSDR Banyoles08 dataset. International Calibration and Orientation Workshop Euro-
COW 2010. Castelldefels (Barcelona). 

http://www.ideg.es/page.php?id=1360 

IX. Martinez, L., Soler, M.E., Pérez, F., Arbiol, R., 2011. Efecto de la atmósfera en la resolución 
óptica de la Z/I Digital Mapping Camera. Revista de Teledetección, nº 35, p. 32-40. 

http://www.aet.org.es/revistas/revista35/Numero35_04.pdf 

http://www.icc.cat/cat/content/download/48052/330277/file/2011_RET_35_Martinez.pdf 

Atmospheric correction of images 

X. Markelin, L., Honkavaara, E., Beisl, U. and Korpela, I., 2010. Validation of the radiometric 
processing chain of the Leica ADS40 airborne photogrammetric sensor. International Ar-
chives of Photogrammetry, Remote Sensing and Spatial Information Sciences, 38(7A): 145-
150. 

http://www.isprs.org/proceedings/XXXVIII/part7/a/pdf/145_XXXVIII-part7A.pdf 

XI. Markelin, L., Honkavaara, E., Schläpfer, D., Bovet, S. and Korpela, I., 2012. Assessment of 
radiometric correction methods for ADS40 imagery. PFG 3/2012: 251-266 

http://dx.doi.org/10.1127/1432-8364/2012/0115 

Results of applications using reflectance signatures 

XII. Heikkinen, V., Korpela, I., Tokola, T., Honkavaara, E. and Parkkinen, J., 2011. An SVM 
classification of tree species radiometric signatures based on the Leica ADS40 sensor. IEEE 
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Transactions on Geoscience and Remote Sensing. IEEE Transactions on Geoscience and 
Remote Sensing, 49(11): 4539-4551. 

http://dx.doi.org/10.1109/TGRS.2011.2141143 

XIII. Korpela, I., Heikkinen, V., Honkavaara, E., Rohrbach, F. and Tokola, T., 2011. Variation and 
directional anisotropy of reflectance at the crown scale - Implications for tree species classi-
fication in digital aerial images. Remote Sensing of Environment 115 (8), 2062-2074. 

http://dx.doi.org/10.1016/j.rse.2011.04.008 

XIV. Martínez, L., Pérez, F., Arbiol, R., and Magariños, A., 2012. Development of NDVI WMS 
geoservice from reflectance DMC imagery at ICC. International Calibration and Orientation 
Workshop EuroCOW 2012. Castelldefels (Barcelona), 8–10 Feb. 

http://www.ideg.es/page.php?id=1360 

Reports of individual participants 

XV. Bovet, S., 2010. Phase2 empirical evaluation of ADS data Product generation with the 
Hyytiälä dataset at Swisstopo. Project report.  

XVI. Brédif, M., Lelégard, L., 2010. Study of DMC panchro images resolution. Project report. 

XVII. Chandelier, L., 2010. Performance test of IGN radiometric aerial triangulation. Project report. 

XVIII. A. Comerón, A., Muñoz, C., Md Reba, N., Rocadenbosch, F., Sicard, M., Tomás, S., 2008. 
Banyoles 2008 Campaign, UPC Lidar Measurements. 

XIX. Cunilera , J., Martinez, L., 2010. Banyoles 2008 Campaign, SMC Report. 

XX. Markelin, L., 2012. Weather conditions during the 23rd Aug, 1st Sep and 25th Sep 2008 
Campaigns in Finland. 

XXI. Markelin, L., 2012. Supplementary results for the article XI: "Assessment of Radiometric 
Correction Methods for ADS40 Imagery". 

XXII. Schläpfer, D., 2010. The Potential of Atmospheric and Topographic Correction for 
ADS40/80. EuroSDR project report. 

XXIII. Sola, Y.,  Lorente, J., Campmany,  E., 2008. Banyoles 2008 Campaign, UB Report. 

XXIV. Phase I questionnaire. 
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2 Phase I – Review 

2.1 Objectives 

The objective of the review phase was to provide the necessary background information on the 
radiometric aspects of photogrammetric images, and it consisted of a literature review and a question-
naire to various stakeholders. The questionnaire was considered crucial, because existing literature 
covered only partially the modern photogrammetric process and it did not give information about 
radiometric processing in operational processes. Detailed results of the review are given in V. 

Objectives of the questionnaire were to:  

1. obtain a picture of the actual situation;  

2. detect main weaknesses of existing digital camera radiometric processing;  

3. look for main trends on existing and future development in this field;  

4. learn what the advantages of better radiometric processing are and find which applications 
ask for better radiometric processing.  

The questions were classified into five themes: sensor, calibration, image collection, post-processing 
and utilization of the images. For each theme, the questions were further divided into questions related 
to the current situation and to the desired situation. The questionnaire is given in XXIV.  

2.2 Outcome of questionnaire 

The questionnaire was delivered to several large and medium format photogrammetric sensor manu-
facturers, photogrammetric software providers, NMAs and Universities in October 2008.  

The organizations that replied to the query are shown in Table 1. The widest response was obtained 
from NMAs, most of which are both data providers and users; some also have their own software 
development (IGN, ICC), and IGN is manufacturing its own sensor. ReSe is a software company 
behind the atmospheric correction software ATCOR for spaceborne and airborne scanner images, and 
is specialized in processing and utilization of imaging spectroscopy data in particular. In total, five 
responses were obtained from data providers, six from data users, one from a sensor manufacturer, 
three from radiometric software developers, and two from research organizations. 

The major conclusions of the questionnaire were that improvements were requested for the entire 
process: sensors, calibration, data collection, data post-processing and data utilization. The fundamen-
tal problems could be listed as follows: 

1. there was insufficient information on the radiometric processing chain,  

2. radiometric processing chains were inadequate and  

3. standards were missing, including methods, calibration, reference targets, and terminology.  

The basic radiometric end products requested by image users were true color images and reflectance 
images. The expected benefit of a more accurate radiometric processing includes a more automatic 
and efficient image post-processing, better visual image quality, more accurate and automatic interpre-
tation, and the quantitative use of data. 

The results indicated that it is necessary to identify the interest groups related to the photogrammetric 
process. The fundamental processes are the sensor manufacturing, software development, photo-
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grammetric image acquisition, photogrammetric image product generation (orthophotos, stereomod-
els), applications and research. The main interest groups are data users, data providers, sensor 
manufacturers, software developers and research organizations. Each interest group can be further 
divided into different subclasses based on the tasks they undertake. For example, the data user can 
undertake all phases of the process (sensor manufacturing, image collection, software development, 
image product generation, applications) or he can concentrate on only the application. Each of these 
groups has a different possibility to manage, influence or discover the details of the radiometric 
processing chain. Important interest groups are presented in Table 2; the interest groups of the 
participants of the questionnaire are shaded. 

 

Type Sensor 
manufacturing 

Software 
development 

Data 
collection 

Image 
products 

Applications Research 

U1 x x x x x (x) 
U2  x x x x (x) 
U3   x x x (x) 
U4    x x (x) 
U5     x (x) 
P1 x x x   (x) 
P2 x x x x  (x) 
P3   x   (x) 
P4   x x  (x) 
R1      x 

SW1  x    (x) 
M1 x x    (x) 

Table 2. Various interest groups dealing with image radiometry. The groups that are covered in 
the questionnaire are shaded. U1-U5: different classes of users, P1-P4: different classes of image 
producers. R1: research; SW1: software developer; M1: sensor manufacturer. 
 

All data users expressed concern about the traceability of the radiometry. An important comment 
comes from the organization that purchases all the imagery: “We lack information on the entire data 
processing and also lack technical information on the integrated sensor system (e.g. position of 
GNSS/IMU related to the image sensor) and how the resulting image frame is computed”. The 
traceability and comparability of data collected with various sensors is especially a problem for users 
that order images. For the IGN, who is manufacturing its own sensor, all relevant information is 
available when needed. 

2.3 Fundamental equations of image radiometry 

As a part of the review, the fundamental equations related to the radiometric processing of photo-
grammetric images were identified. These are summarized below and more details are given in V and 
referenced literature. 

Fundamental output products of the radiometric correction process are reflectance images and true 
color images: 

 Reflectance images contain information about the reflection characteristics of objects in 
scene and they have a lot of potential in automatic and quantitative interpretation applica-
tions. Fundamental steps in the reflectance image generation are the compensation of sensor 
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artefacts (based on sensor calibration), atmospheric effects as well as object bidirectional re-
flection behavior. 

 In true color images, colors are presented in a way which is attractive for the human visual 
system. In this case, the standard way to proceed is to transform the images to a standard col-
or space, such as the CIE-XYZ color space. Colorimetric calibration is useful for applications 
where images are interpreted visually, but only applicable for images collected in blue, green 
and red wavelengths. For color infrared images this approach is not functional. 

In this study we emphasize the reflectance image generation. The rigorous color image production 
requires the same steps and an additional colorimetric calibration; Martínez et al. (2007) gives more 
details about this process. 

In high resolution photogrammetric imaging, the elementary components of radiance entering the 
sensor (Lat_sensor) are the radiance components from the object of interest, that is to say, the surface-
reflected solar radiance (Ls), the reflected skylight (Lsky), the reflected background radiance (Lbg) and 
the radiance reflected first by the background objects and then by the atmosphere (Lbg_multi); the 
adjacency effect (Ladj) and atmospheric path radiance (Latm) are radiance components that do not carry 
any information of the object of interest (Schott, 2007): 

 
Lat_sensor = Ls + Lsky + Lbg+ Lbg_multi+Ladj + Latm.    (1) 

 

The digital grey value (DN) at a given pixel, after dark pixel subtraction is applied, can be given as 
follows: 





0

)()(  dSLGADN sensoratd ,    (2) 

where G is system gain, Ad is the area of the detector, Ω is the lens solid angle (aperture), τ is the 
integration or exposure time, S(λ) is the system level spectral response, and λ is the wavelength. The 
sensor model in Equation 2 is given for the Intergraph DMC (Ryan and Pagnutti, 2009). This equation 
is referred as a sensor model in this report. 

In practice, the band averaged values are used. For each band the relationship between the DN and 
band averaged at-sensor radiance ( L ) can be given as follows: 

DN
f

KL
number

2' 
 ,     (3) 

where K’ is the calibration coefficient needed for each band and fnumber is f-number (aperture). Ideally, 
K’ is needed for each band, but for example in the case of DMC, K’ is determined for various 
apertures due to the insuffient stability (Ryan and Pagnutti, 2009). 
 

In practice, the most significant components that are taken into account by atmospheric correction 
methods are Ls, Lsky and Latm. The reflectance where atmospheric influences are corrected can be given 
as: 

)/()'1)(( vsatmsensorat SsLL    ,    (4) 
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where ρ is the surface reflectance, s is the spherical albedo of atmosphere (the fraction of the upward 
radiance that is backscattered by the atmosphere), ρ´ is the average reflectance of the surrounding 
area, (1-sρ´) is the term to take into account the multiple scattering, S is the mean solar irradiance in 
surface (S=Eλ

0cosθs) and τs and τv are the transmittance in solar and viewing paths, respectively. (V; 
Richter and Schläpfer, 2002; Besil et al., 2008) 

One of the important aspects related to the radiometry of photogrammetric images is the anisotropy of 
object reflectance. This phenomenon means that the reflection of object is a function of the viewing 
and illumination geometries. This can be modelled by the bidirectional reflectance distribution 
fubction (BRDF):  
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where L(θi,φi,θr,φr) is the radiance reflected by the object, E(θi,φi) is the irradiance at object, θi,φi are 
the zenith and azimuth angles of incident light and θr,φr  are the zenith and azimuth angles of reflected 
light (Schaepman-Strub et al., 2005; von Schönermark et al., 2004). 

2.4 Objectives of the empirical phase 

Based on the results of the questionnaire and the potential of the available image materials, the 
following topics were selected as the general objectives of the empirical phase: 

1. Radiometric calibration and characterization 

2. Spatial resolution assessment 

3. Reflectance image calculation and image block equalization 

4. Color enhancement of the calibrated data 

5. Application oriented studies 

These topics cover the fundamental processes of the radiometric processing chain.  

Objectives 1 and 2 are related to validation and calibration of the imaging sensor and system, which 
should be carried out on a regular basis (e.g. yearly) to ensure the quality of the imaging system. 
These aspects should be considered also in the acceptance testing of a purchased new sensor system. 
The use of a test field for calibration purpose, instead of using either laboratory calibration or calibra-
tion on the actual mapping task itself (on-the-job calibration), is known as vicarious calibration in the 
remote sensing community, and used also in this report. 

Objectives 3 and 4 are related to the producing of output images that are used in various applications, 
such as stereo mapping and automatic change detection. The methods used by NMAs have to be 
suitable for processing of huge amounts of image data (tens to hundreds of thousands of km2 every 
year). Radiometric correction is crucial in order to produce accurate, high-quality image data products. 
The key requirements for these processes include efficiency (fast processing, no ground reference 
targets), usability aspects (simplicity of use, automatic selection of parameters), reliability and 
accuracy. In this project, the color enhancement part was not covered. 

The last objective is related to the fact that the radiometric processing level and quality of image data 
has influences in applications. In this project the application oriented studies concerned the NDVI data 
layer generation and tree species classification. 
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3 Phase II: Empirical investigation – Set-up 

3.1 Empirical image data 

In summer and autumn 2008, radiometrically controlled test flights were conducted in Catalonia and 
in Finland. Details of the campaigns are described below.  

3.1.1 Integrated DMC and CASI test flight in Banyoles  

ICC executed extensive radiometric test flights with a DMC and the Compact Airborne Spectro-
graphic Imager (CASI) in Banyoles in 15 July, 2008 (Figure 1) (I, II). The imagery was collected 
from 820, 1125, 2250 and 4500 m flying altitudes, providing GSDs of 7.5 cm, 10 cm, 20 cm and 30 
cm. Various manmade reflectance targets as well as several artificial and natural stable covers were 
available around the test field, including a lake; two groups carried out the radiance and reflectance 
ground-truth data acquisition with spectroradiometers. In addition, a Siemens star was installed in the 
test field. Atmospheric state was directly measured by several groups, instruments and techniques: an 
atmospheric Lidar provided aerosol profiles and two automatic sun tracking photometers provided 
column integrated values of Aerosol Optical Thickness (AOT) for the optical spectrum. Atmospheric 
information simultaneous to the airborne sensors overflight was also available. The atmospheric 
conditions were excellent with an AOT at 500 nm of less than 0.1 (XVIII, XIX, XXIII). 

  
Figure 1. Airborne imagery and ground truth data collected on 15 July, 2008 in Banyoles. ICC 
test field is deployed on a football field. 
 

The scientific objectives of this campaign were: 

1. Radiometric calibration of a DMC by the radiance and the reflectance methods. Validation 
with radiometric targets. Radiance method will be performed with the simultaneous acquisi-
tion of CASI. 

2. Spectral characterization of CASI regarding bandwidth and smiling effect. Comparison with 
laboratory results. 

19



  

3. Atmospheric correction of CASI imagery with aerosol distribution and load, and water vapor 
derivation by an inversion method. Validation with radiometric targets and atmospheric 
measurements. 

4. Atmospheric correction of DMC images by using CASI derived atmosphere parameters. 
Validation with radiometric targets. 

5. Colorimetric calibration of DMC towards CIE standard color space. Validation with radio-
metric targets. 

6. Resolution studies by means of a Siemens star and edge targets. Study of the relationship 
between atmosphere state and resolution. Comparison with computer radiative transfer simu-
lations. 

7. Application of DMC radiance and reflectance images to remote sensing studies. 

3.1.2 DMC test flights in Sjökulla 

The National Land Survey of Finland (NLS) carried out an acceptance testing of their new DMC on 1 
and 25 September 2008 at the Sjökulla test field of the FGI (Figure 2) (Honkavaara et al., 2008; 
Honkavaara, 2008; VI). The flying height was 500 m above the ground level, which provided a 5 cm 
GSD. The reflectance reference targets included six permanent bidirectional reflectance factor (BRF) 
targets of gravel available at the test field, three transportable BRF targets and several natural covers. 
By using the BRF-calibrated targets, it is possible to obtain accurate reference reflectance for different 
viewing/illumination geometry (Suomalainen et al., 2009). In-situ groundtruth measurements were 
carried out using an ASD (Analytical Spectral Devices) field spectrometer during the flights. A 
Siemens star, edge target and line bar targets were available for the spatial resolution evaluations. 
Visibility measurements were carried out at the Helsinki-Vantaa airport at 30 km distance from the 
test area; in both flights the visibility was good, approximately 30-50 km (XX). 

 

  
Figure 2. Left: Flight lines in Sjökulla on 1 September, 2008. Right: Radiometric and spatial 
resolution targets at Sjökulla test field. B1: Black gravel; R1: Red gravel; B2a: Black gravel, 
version a; B2b: Black gravel, version b; G: Grey gravel; W2: White gravel; P20, P30, P50: 
portable reference reflectance targets with nominal reflectance of 0.20m 0.30 and 0.50.  
 

The scientific objectives of this campaign were: 

1. Absolute radiometric calibration of the DMC by the reflectance method. 
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2. Spatial resolution studies of the DMC using Siemens star, edge targets and resolution bar 
targets. 

3. Evaluation of the influences of various exposure and aperture settings on the radiometric 
performance and spatial resolution of the DMC. 

4. Evaluation of the BRF measurement potential of the DMC. 

The many difficulties in this campaign show the typical challenges of radiometrically controlled 
imaging campaign. The acceptance testing was scheduled for the beginning of August. Unfortunately 
the weather conditions were too poor in August, so the campaign could not be executed before 
September; the field measurement team was ready for takeoff for more than one month and three field 
campaigns were carried out unnecessarily. In the first successful airborne campaign the sensor settings 
were not optimum, and the images were saturated in worst cases already with a reflectance value of 
0.25. To obtain unsaturated images and to allow proper acceptance testing, a second campaign was 
carried out by the end of September. The field measurement team was not prepared for this campaign 
and the spectrometer was not available, so only reflectance targets were installed in the test field. 

3.1.3 Integrated ADS40/ALS50 test flight in Hyytiälä 

The test flight with ADS40 (SH 52) and ALS50 (Airborne Laser Scanner) was carried out at the 
Hyytiälä forestry test field in co-operation with Leica Geosystems, University of Helsinki, University 
of Eastern Finland, Estonian Land Board and FGI (Figure 3). The test site was 3300 m x 8500 m in 
size and it contains more than 200 forest plots and over 15000 trees that have been measured for 
position and basic variables, in different forest conditions (density, age, species mixture, silvicultural 
history) (Korpela et al. XIII). A state-of-the-art weather station for atmospheric research runs at the 
area of interest (SMEAR II, AERONET) (Holben et al., 1998; Hari and Kulmala, 2005). FGI’s BRF 
calibrated reflectance targets and a Siemens star were installed at the test field. The reflec-
tance/radiance of the targets as well as various homogeneous land covers (asphalt, sand, gravel, grass) 
were measured by FGI and Leica Geosystems using spectroradiometers. ADS40 data was collected 
with the uncompressed mode from 1000, 2000, 3000 and 4000 m flying altitudes providing GSDs of 
10 cm, 20 cm, 30 cm and 40 cm. Atmospheric conditions were not as perfect as in Banyoels cam-
paign, with an AOT at 500 nm of 0.14 - 0.18 (XX). 

The scientific objectives of this campaign were: 

1. Absolute radiometric calibration of the ADS40 by the reflectance method and comparisons to 
laboratory calibration. 

2. Evaluation of the performance of radiometric correction methods. 

3. Evaluation of the BRF measurement potential of the ADS40. 

4. Spatial resolution studies of the ADS40 using Siemens star. 

5. Evaluation of influence of radiometric correction level in forestry applications. 

6. Further objectives of the entire campaign include the radiometric calibration of ALS50 and 
its utilization in forestry applications, which is out of scope of this project. 
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Figure 3. Left: 4 km flying height ADS40 image block from the Hyytiälä area on  
23 August, 2008. Right: Reference measurements in Hyytiälä. 
 
The varying weather conditions caused problems in this campaign as well. The field measurement 
team was ready for takeoff for one week; the campaign could be carried out in one Saturday morning. 
The positive feature of this campaign was that continuously operating sun photometer and weather 
station are permanent equipment at the test site, which helped greatly the field operations. After the 
airborne campaign clouds entered rapidly to the test site, thus complete BRF characterization of the 
natural targets at the test site could not be carried out.  

Objective DMC 
Banyoles 

DMC-
Sjökulla 

ADS 
Hyytiälä 

Participant, method 

Radiometric calibration 
and characterization of 
the sensor/system 

x   ICC: CASI+6S 
 x x FGI: MODTRAN4 
  x FGI:ATCOR-4 
  x RESE: ATCOR-4 

Spatial resolution 
assessment 

x   IGN/MATIS: Siemens star 
x   IGN/MATIS: Image 
x   ICC: Siemens star 
 x  FGI: Siemens star 
 x  FGI: Resolving Power (RP) targets 

Reflectance image 
generation, radiometric 
block adjustment 

x   IGN: Pepita 
 x  FGI: Empirical line method 
  x FGI: XPro 
  x FGI: ATCOR-4 
  x Rese: ATCOR-4 
  x Swisstopo: XPro 

Applications x   ICC: NDVI 
  x UH, UEF: tree species classification 

Table 3. Summary of objectives, methods and participants in empirical study. 
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3.2 Processing of the data 

The participants of the empirical phase included three National Mapping Agencies (NMAs), one 
company providing atmospheric correction software and eight research participants (Table 1). The 
data was delivered to some additional parties, but they did not return any results. Summary of the 
objectives of the empirical study and how these were covered by the project participants, data sets and 
approaches are given in Table 3. The methods are described in the following sections. 

4 Phase II – Radiometric calibration and characterization of the  
sensor/system 

Radiometric calibration determines the radiometric response of an imaging system. The central task is 
the determination of absolute and relative radiometric response (Beisl, 2006; Ryan and Pagnutti, 
2009). The absolute radiometric calibration determines for each channel the calibration coefficients 
(Equation 3). The relative radiometric calibration normalizes the output of the sensor so that a uniform 
response is obtained in the entire image area; the corrections are determined at least for sensitivity 
differences of individual cells of a detector array, defect pixels, light falloff and dark signal. In 
addition, spectral and colorimetric models and PSF are necessary information in radiometric process-
ing, and various non-uniformities are of interest to achieve high absolute calibration accuracies. The 
exact parameterization is always system dependent. 

For airborne sensors, the laboratory calibration is the most accurate method to provide the full 
radiometric sensor calibration. The important tasks of vicarious calibration processes are to evaluate 
the validity of the laboratory calibration in flight conditions, to carry out the overall system validation 
and characterization and in general, to tune the image collection process (in particular the exposure 
settings); in some situations also to determine the absolute calibration. These are important steps to 
carry out especially after the sensor purchase and after updates and in beginning of the imaging 
season. As is the necessity in laboratory calibration, also in the vicarious radiometric calibration the 
fundamental prerequisite is to determine accurately the radiance entering the system. For this either 
radiative transfer calculations utilizing accurate information of atmospheric conditions and object 
reflectance (reflectance-based method), or simultaneous determination of the at-sensor radiance by a 
calibrated radiometer (radiance-based method) is used (see more details in V). 

In the project, the empirical investigations were carried out using the photogrammetric systems DMC 
and ADS40 and a CASI hyperspectral scanner. 

4.1 Characterization of the hyperspectral CASI system 

The determination of the DMC radiometric calibration parameters was the main objective of the ICC’s 
previous campaign in 2005 (Martinez and Arbiol, 2008). The obtained results were satisfactory 
enough, but the secondary objective concerning the results of atmospheric correction of DMC images 
was disappointing. Without field measurements the obtained values could not be applied. Even worse, 
the hypothesis that the CASI could be used as a calibration system was far from reality due to a poor 
knowledge on the detailed response of the hyperspectral sensor. With the 2008-campaign data it was 
possible to overcome the difficulties of the 2005-campaign (I, II).  

The spectral shift characterization method of CASI is based on the hypothesis of global g-coefficients 
that need to be identically shifted for all the wavelengths for each look direction. The developed 
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methodology exploits the presence of the O2 atmospheric absorption band (about 760 nm) over a high 
reflectance cover in that wavelength. To determine the spectral shift, a non-orthorectified hyperspec-
tral image over a vegetated area is aggregated in the along-track direction. This process generates a 
one-line image with 550 across-track spectral samples (look directions). Then, a subpixel Pearson 
correlation is computed for each one of the 550 spectra with a vegetation spectrum processed with the 
6S code (Vermote et al., 1997) to take into account the effect of the O2 absorption band. The esti-
mated spectral shift is then applied to the original image and the radiometric bands are spectrally 
resampled to fit the CASI channel nominal limits described by the g-coefficients. Details are given by 
Martínez et al. (VIII). 

The first approximation of the spectral sensitivity of the bands was a rectangular response between the 
limits of each channel. This simple estimation works fine to correct the atmospheric scattering but is 
insufficient to solve the absorption regions. The manufacturer provided the accurate spectral sensitivi-
ties with a polynomial relationship between FWHM and wavelength, which showed values up to 
several times the nominal FWHM of the sensor (VIII). 

Results by Martinez et al. (VIII) indicated that CASI smiling effect and accurate CASI spectral 
sensitivity had to be taken into account in order to obtain accurate atmospheric correction; in these 
circumstances correction yielded fewer artefacts on the atmospherically corrected spectra, even when 
only standard atmospheric parameters were used. The small artefacts still remaining around the 
absorption bands could be explained by a frequency dependence of the smiling effect, too week 
signal-to-noise ratio, etc. 

4.2 Vicarious radiance based radiometric calibration of DMC in Banyoles 

As an absolute radiometric calibration of the DMC was not available from the manufacturer during 
the empirical phase of the project, this relationship was obtained from simultaneous images from 
DMC and CASI sensors collected in the Banyoles campaign, by the radiance based calibration 
method. The CASI system is periodically recalibrated in the laboratory, and the idea was to transfer 
this calibration to the DMC. This is possible due to the fact that the acquisition geometry, atmospheric 
effects and illumination geometry are approximately equivalent for areas imaged simultaneously. 
Besides, the spectral resolution of CASI is high enough to reproduce DMC-like channels by integrat-
ing calibrated CASI hyper-spectral bands. In order to verify the previous hypothesis and because of 
the different FOV of DMC and CASI, only the central area of the DMC scenes were used. In addition, 
DMC pixels were aggregated to fit the coarse CASI spatial resolution. Then a median floating 
window filter was applied to both CASI and DMC imagery to avoid misregistration and other sources 
of noise. The radiometric calibration was performed through a linear regression between Digital 
Numbers (DN) from DMC and radiance values of a CASI image emulating DMC bands for each band 
and image (Martínez et al., 2007). Linear relationships with a zero intercept were found for all DMC 
used apertures and bands. All the R2-values, characterizing the quality of least squares fit, were greater 
than 0.9. More results are given in VIII. 

4.3 Vicarious reflectance based radiometric calibration of DMC in Sjökulla 

The reflectance based vicarious calibration was applied to DMC using the Sjökulla images. The 
reflectance spectrums of several reference targets were measured during the campaign (Figure 2). The 
at-sensor radiances of the targets were calculated using the MODTRAN4 radiative transfer code. As 
in-situ measurements of atmospheric conditions were not available, the standard “Midlatitude 
summer” atmospheric settings and visibility information from the Helsinki airport in about 30 km 
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distance from the test field were used for the atmospheric radiative simulation. The images were 
collected using various exposure settings (aperture, exposure time), so the calibration was calculated 
using DNs that were normalized using the aperture and exposure time. Details of the approach are 
given by Markelin et al. in VII.  

The results of the vicarious calibration showed that in general the sensor performance was linear; the 
R2-values of linear regression were over 0.993 (Figure 4). The non-linear behavior with high at-sensor 
radiances is due to the saturation caused by failed exposure settings. In most cases the intercept and 
slope both were significant; absolute calibration parameters for different calculations are given in VII. 
Absolute radiometric laboratory calibration was not available for the DMC, so the vicarious and 
laboratory parameters could not be compared.  

The vicarious calibration was calculated with nine different exposure settings (varying apertures and 
exposure times), and the radiometric stability of the system was assessed by evaluating the fit of the 
calibration parameters obtained for one setting with another setting, and for different days. The 
difference in R, G and B channels was on average 2.9–4.3% for the same day and the same aperture 
data, 3.5–4.5% for the same day and different aperture data and 3.1–5.2% for data collected on 
different days. The NIR channel showed weaker performance, and differences in corresponding cases 
were 5.7%, 9.2% and 10.9%, respectively. These differences appear in Figure 4 so that different lines 
are not accurately overlapping. Possible causes of these differences might be sensor instability, 
inaccuracy of the atmospheric modeling and inaccuracy of the reference values. The stability could be 
considered to be very good, as it derives from the instabilities of two independent sensors (PAN and 
MS). Detailed results are given in VII. 

 

Figure 4. Normalized reference target average DNs as a function of simulated target at-sensor 
radiances. All settings, red channel. 1A-1C settings in 1 September, 2A-2F: settings in 25 
September.  

4.4 Vicarious reflectance based radiometric calibration of ADS40 in Hyytiälä 

For the ADS40 campaigns in Hyytiälä the accurate in-situ measurements were available, including in-
situ reflectance measurements of the reference targets and the atmospheric measurements of the 
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SMEAR-II and AERONET stations. An absolute radiometric calibration of the ADS40 was carried 
out using the reflectance based vicarious calibration method using ATCOR-4 (XI) and MODTRAN4 
(X). 

The main result from the reflectance based vicarious calibration was that both the gain and offset 
parameters were detected statistically significant (see detailed calibration parameters in XXI). Based 
on the laboratory calibration of the ADS40 (Beisl, 2006), only the gain parameter is needed. Differ-
ences in at-sensor radiances based on the MODTRAN4 based at-sensor radiance simulations by FGI 
and the ADS40 processing chain were larger than expected (10-20%) (Figure 5; X). Possible causes 
for the differences are on the one hand the inaccuracy of reference values and atmospheric modeling 
in the radiative transfer simulation, and on the other hand, possible inaccuracy of the ADS40 labora-
tory calibration. In this study it was not possible to find the exact reason for the differences. The 
assessment of accuracy of the reflectance images in Section 6.3 shows that using the vicarious 
calibration, the accuracy of ATCOR-4 based correction method improved significantly.  

 

Figure 5. Relative differences of at-sensor radiances provided by MODTRAN4 and Leica XPro 
in different channels B, G, R and NIR on tarps on images from 1 km flying altitude. Difference 
= 100 * (MODTRAN4 – XPro) / XPro  
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5 Phase II – Spatial resolution assessment 

The major factors influencing the image spatial resolution are the lens and detector properties. For 
high-quality photogrammetric sensors these are carefully designed and measured in laboratory. With 
multiple lens systems, such as DMC and UltraCam, the image stitching can cause additional deteriora-
tion of image quality. Important factors in dynamic applications influencing the image resolution are 
the forward image motion and the other motion components caused by the moving platform. Image 
quality is influenced also by the sensor exposure settings (Equation 2 and 3) and atmospheric condi-
tions (Equation 1). The assessment of the system performance in flight conditions is important in two 
major situations: 1) to assess the performance of the entire imaging system and 2) to evaluate resolu-
tion of a specific campaign and individual images. 

5.1 Methods for spatial resolution assessment 

Spatial resolution measurements were performed for the Banyoles and Sjökulla DMC images. 
Different methods used in this study are described briefly below and summarized in Table 3 and 4. 

Targets and 
participant 

Method 

ICC Siemens star, 
Banyoles, by ICC 

The ICC method processes a region of interest that contains a single contour 
and makes a minimum square adjustment over the bi-dimensional function of 
the edge that is modelled as a sigmoid function. The five parameters are 
estimated in a least squares adjustment and the computed function is derived for 
obtaining the LSF (Line Spread Function). The FWHM (Full Width at Half 
Maximum) over the LSF is the measurement value (Talaya et al., 2008). 

ICC Siemens star, 
Banyoles, 
IGN/MATIS 

The IGN/MATIS used the Siemens star to determine the Modulation transfer 
functions (MTF) by evaluating contrasts of bright and dark sectors (XVI). 

Entire image, 
Banyoles, by 
IGN/MATIS 

IGN/MATIS used a method that measured the local image sharpness over the 
entire image by using Haar Wavelets Transform (XVI). 

FGI RP targets, 
Sjökulla, by FGI 

RP-values were automatically determined from line bar targets by finding the 
narrowest detectable lines (Honkavaara et al. 2006; Honkavaara, 2008). 

FGI Siemens star, 
Sjökulla, by FGI 

PSF-values were determined from Siemens star by first estimating the MTF 
based on contrasts of adjacent sectors and then calculating the PSF (Honkavaara 
et al., 2006; Honkavaara 2008) 

Table 4. Methods for spatial resolution assessment. 
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The conventional, accurate method for spatial resolution measurement is to use artificial targets, such 
as line bar target, Siemens star or edge target: 

 In the Banyoles campaign (Figure 1), there was a Siemens star made of canvas of size of  
100 m2 and with 5° sectors; the target appeared in different positions on 9 DMC images from 
the flying height of 820 m, with a GSD of about 8 cm.  

 In the Sjökulla campaign (Figure 2), a Siemens star and resolving power (RP) line bar targets 
were available. The FGI’s Siemens star is a semicircle with a size of 72 m2 (radius of 6.8 m 
and 10° sectors). In the line bar targets, the widths of lines are 3-12 cm. In the image blocks, 
the resolution targets were located over the image area on 35 positions on first acquisition 
day and on 18 positions on second acquisition day. GSD was 5 cm and flying height was  
500 m.  

The methods that can evaluate image resolution automatically using the campaign image data and do 
not require artificial targets are very attractive. This type of a method has been developed by 
IGN/MATIS. The image sharpness map is determined by the Haar Wavelets (Brédif and Lelégard, 
XVI).  

Influences of the following factors were studied in the resolution evaluations 

1. Resolution in different positions in the image (all participants) 

2. Resolution in radial and tangential directions (IGN/MATIS)  

3. Resolution in flying direction and cross-flight direction (FGI) 

4. Influence of exposure time and aperture (FGI) 

5. Influence of atmosphere (ICC) 

5.2 Results of spatial resolution assessment of the imaging system 

The ICC used the Siemens star to determine the PSF. The averaged resolution obtained for each image 
did not show the expected correlation between the distance to the center of the image and the resolu-
tion. These unexpected results are probably due to variables of the acquisition process not taken into 
account during the study. 

The analysis of MTF by IGN/MATIS from Siemens star showed that the optical system was isotropic 
and the lens was compatible with the CCD-array (no aliasing). The resolution was better in a centered 
band parallel to the flight direction. The sharpness map based on Haar wavelets derived from 156 
images is shown in Figure 6. It shows some possible defects due to image formation process based on 
mosaicking four images and some additional minor defects. The method is a potential tool for 
detection of optical defects and the qualification of the mosaicking of multiple sensor images into a 
larger composite image. The conclusion of the IGN/MATIS evaluations was that the panchromatic 
photos provided by the DMC camera did not present major faults. Detailed results are given by Brédif 
and Lelégard (XVI). 
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Figure 6. Image sharpness map obtained using 156 images of the Banyoles DMC campaign by 
IGN/MATIS (XVI). Yellow indicates better and green worse image sharpness. 
 

The RP measured using the Sjökulla image data is shown as function of distance from image center in 
flight and cross-flight direction in Figure 7. Resolution was dependent on the distance from the image 
center: the farther the target was from the center, the worse the resolution was. By using linear 
regression, the resolution was worse by a factor of 1.5 in the furthest image corner compared with the 
image center. The same phenomenon had already been demonstrated both theoretically and empiri-
cally by Honkavaara et al. (2006). The theoretical expectation regarding the resolution of an image 
with a 12 µm pixel size is 84 lines/mm; with the tilted DMC images the theoretical expectation 
regarding the decrease of resolution is up to 1.6 in the image corner. The resolution was slightly better 
in the cross-flight than in the flight direction, which is most likely caused by the forward image 
motion. Any significant influences of the exposure settings (f-stop: 8, 11; exposure time 3.5–6.5 ms) 
on the resolution could not be detected. The evaluations of MTFs provided similar conclusions. 

  
Figure 7. Resolving power as the function of the radial distance from the image center on flight 
(left) and cross-flight (right) directions. 

5.3 Simulations on influences of atmosphere on spatial resolution 

Imaging systems suffer from resolution degradation due to both the optical system and the atmos-
phere. Therefore, real resolution of the image is different from purely geometrical pixel size and the 
Ground Sampling Distance (GSD). The ICC analysed the image resolution as a function of the 
atmospheric radiative conditions. The 6S (Vermote et al., 1997) code was used to model the atmos-
phere. Atmosphere type, aerosol model and total load, illumination and observation geometries and 
spectral range were taken into account when computing simulations. The results were also compared 
with the resolution measures on the real images taken with the DMC images from Banyoles. See 
details in IX. 
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The histogram of the resolution (FWHM of LSF in pixel units) after implementing a step-like weather 
simulation for panchromatic channel showed a skewed distribution of resolution values with a large 
tail towards lower values of resolution (FWHM greater) (Figure 8). This distribution indicates that in 
the majority of cases the resolution is about the maximum frequency, but there are a lot of cases where 
the atmosphere will produce a large loss of resolution. Besides, there is a high dependence on wave-
length, and the maximum effect appears at lower wavelengths. These simulation results and the 
resolution measured in the real DMC panchromatic images are compatible. A more detailed analysis 
shows that the type and amount of aerosols influence the loss of resolution (Figure 9). Details are 
given in IX. 

 

Figure 8. Resolution for DMC pan band with several aerosol models applied (FWHM of LSF in 
pixel units). (IX) 

 

 

Figure 9. Resolution for DMC pan band with varying atmospheric visibility (FWHM of LSF in 
pixel units). (IX) 
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6 Phase II – Reflectance image production and image block equalization 

The desired output products from the radiometric processing are reflectance images, true color images 
and in general, balanced image data. The radiometric processing method should take into account 
influences caused by the sensor, atmosphere and objects. The most significant sensor related influ-
ences are the sensor spectral and radiometric response, sensor instability and sensor settings during the 
data collection (Equation 2 and 3). The atmosphere has great influences on the image radiometry. The 
most significant factors to be compensated are the atmospheric path radiance and the influences of 
diffuse light (Equation 4). Finally with the large-format photogrammetric cameras the BRDF-effects 
have to be accounted for (Equation 5). 

6.1 Methods for reflectance image production and image block equalization 

Several relevant approaches for reflectance image calculation and image block equalization were 
evaluated in the project. These included the Pepita radiometric block adjustment method of IGN, two 
commercially available correction methods based on radiative transfer calculations (ReSe ATCOR-4 
and Leica Geosystems XPro) and an empirical line based method (Table 3). 

6.1.1 Pepita of IGN 

The “radiometric aerial triangulation” Pepita software is a method for equalising a block of digital 
aerial images, which can be considered as relative radiometric calibration (Chandelier and Martinoty, 
2009; XVII). It is based on a parametric, semi-empirical radiometric model taking into account 
BRDF, haze differences between blocks of images, solar elevation, sensor settings (exposure) and a 
optional radial component (mainly for chromatic aberration). The model parameters are computed 
through a global least-squares minimization process, using radiometric tie points in overlapping areas 
between the images. As a result, a relative equalization between the images is obtained. The method 
has been used in the IGN orthoimage workflow since 2005. At the beginning, Pepita has only been 
tested and used on IGN-v1 camera images, giving satisfying results. In 2008, some tests were carried 
out on DMC images, but the results did not meet the requirements of the IGN orthoimage database 
specifications. In 2009, IGN acquired its own UltraCam XP camera and Pepita is currently used both 
on UXP and IGN-v2 cameras. 

6.1.2 ATCOR-4 of ReSe 

The ATCOR-4 performs a physically based atmospheric and topographic correction for airborne 
scanner data in the solar (0.35-2.55 µm) and thermal (8-14 µm) spectral regions. The correction is 
based on pre-calculated MODTRAN® look-up tables of the atmospheric radiation field (Richter and 
Schläpfer, 2002; Richter and Schläpfer, 2011; XXII). The output in the solar region is the surface 
reflectance and in the thermal region it is the surface (brightness) temperature and emissivity. The 
capabilities of the software include determination of the aerosol map (requires bands in the near 
infrared and/or in the short wave infrared region) and the spatial water vapor map (requires bands in 
the 940/1130 nm region), haze and cirrus cloud removal (low altitude haze) and inflight sensor 
calibration using ground reference targets.  ATCOR-4 is for wide FOV airborne scanner imagery and 
for all terrain types, and it includes the capability for radiometric correction in rugged terrain with cast 
shadow, topographic and BRDF corrections. The basic assumption of ATCOR-4 is a stable, accu-
rately calibrated sensor. 
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6.1.3 XPro of Leica Geosystems 

Leica Geosystems XPro software takes care of the entire post-processing workflow of the ADS-
imagery from data download to the generation of stereo models and orthoimages. Main features from 
the radiometric point of view are the options to produce ground radiance and ground reflectance 
images. The default product of XPro is calibrated DN, which relates the pixel data to at-sensor 
radiances. There are two options to produce ground radiance data: the Dark Pixel Subtraction and the 
Modified Chavez methods. Ground radiances are still dependent on the illumination level and vary 
from flight line to flight line. Ground reflectances are calculated by dividing the reflected radiance by 
the incoming solar irradiance, which is estimated based on the radiative transfer equation by Fraser et 
al. (1992) and using a parameterization of the atmospheric parameters based on the method of Song et 
al. (2003). All three correction methods are based on an automatic dark object method to tune the 
corrections to the actual atmospheric conditions. Additionally, BRDF correction based on a modified 
Walthall model is implemented in XPro. All corrections rely entirely on a priori calibration informa-
tion and parameters derived from the image data. The details of the correction methods are given by 
Beisl et al. (2008) and the method was analysed by Heikkinen et al. (XII). 

6.1.4 Modified empirical line method 

Empirical line method is widely used in reflectance calibration of remote sensing image data (Smith 
and Milton, 1999). In the method, a linear relationship of the DNs and ground reflectances is deter-
mined. In this study a modified version that takes into account the anisotropy of the reference target 
and uses DNs that are normalized with respect to size of aperture and exposure time was used. Details 
of the approach are given by Honkavaara et al. in VI. 

6.1.5 Performance assessment of radiometric correction methods 

The performance assessment of radiometric correction is dependent on the type of correction per-
formed.  

The validation of reflectance images can be carried out using reflectance reference measurements. In 
this investigation, artificial reference targets installed in the area and surfaces existing in the object 
were used as reference (see Section 3.1); in each reference target ground truth measurements were 
carried out using spectroradiometers. In most cases the nadir reflectances were measured, but in the 
case of FGI reference measurements also BRFs were measured in many cases. Repeatability of the 
reflectance image generation was evaluated by comparing images collected in repeated acquisitions of 
same targets from the same or different flying heights.  

The difference of the reflectance in image and the reference reflectance is calculated for each target to 
obtain the reflectance error in reflectance units: 

refdatareflE         (6) 

This difference is divided by the reference and multiplied by 100 to get the reflectance error in 
percents: 

refrefdatareflE  /)(100%      (7) 
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From 6 and 7, root mean square error values (RMSErefl and RMSErefl%) are calculated for each image 
and sensor channel. The RMSErefl% is: 

 nERMSE reflrefl /)( 2
%%     (8) 

where n is the number of reference targets used. 

Quantitative evaluation methods were not available for relative radiometric correction methods. The 
radiometric differences between images were visually estimated and the residuals at radiometric tie 
points were considered. Quantitative criteria for equalization methods could be based on radiometric 
differences between tie points before and after correction. 

6.2 Results of radiometric block adjustment by Pepita software 

The Pepita software was used to correct the DMC Banyoles image materials. The following conclu-
sions were drawn by Chandelier (XVII) based on the results. The solar elevation, exposure time and 
aperture values were well corrected. The BRDF model worked well especially on forest and agricul-
tural parcels. As expected, the BRDF model did not fit on the lake. In urban areas, the effect of the 
equalization was less visible: highest residuals are observed confirming that tie points are not really 
homogeneous (a DSM should be used). High residuals occurred also in the lake. The radial compo-
nent didn't improve significantly the equalization: on the contrary, in urban areas, the radiometric 
model may not be convergent causing bad equalization for several images. As a conclusion, Pepita 
could be used as a tool for relative radiometric calibration for DMC images. To ensure that this result 
is correct, further testing should be done with additional datasets (more images, different dates…). 
Further improvement for the method would be a mode for absolute radiometric correction to calculate 
reflectance images. Performance of Pepita is fully automatic and it fulfills all the operational require-
ments of the IGN. Detailed evaluation is given by Chandelier in XVII. 

6.3 Reflectance image generation using methods based on atmospheric radiative simulations 

Reflectance calibration of the Hyytiälä data was carried out by several approaches (Table 5). FGI and 
Swisstopo used XPro to produce atmospherically corrected (ATM) images and ATM with BRDF 
correction. ReSe performed ATCOR-4 processing using Leica’s calibration parameters and in-flight 
calibration parameters based on reference targets P05 and P50; cast shadow correction was tested in 
the latter case. The FGI carried out ATCOR-4 processing using Leica’s laboratory calibration and in-
flight calibration parameters derived separately for each image and also one set of calibration parame-
ters derived from the 1 km flying height image and used for all images. Details of these evaluations 
are given in XI and XXII. 

Different objects were evaluated separately: 

 Artificial black tarp (P05 with reflectance 0.057 on ADS40 green channel) 

 Artificial bright tarps (P20, P30 and P50 with reflectance 0.181, 0.261, 0.442) 

 Uniform object surfaces (asphalt, gravel, sand) 

 Grass surfaces 
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 XA1 XA2 XF1 XF2 AL1 AL2 AL3 AV1 AV2 AV3 AV4 AV5 

Participant FGI ST FGI ST FGI FGI ReSe FGI FGI FGI ReSe ReSe 

Cal. lab lab lab lab lab lab lab vic. vic. vic. vic. vic. 

Atm. imag. imag. imag. imag. in-situ imag. imag. in-situ imag. imag. imag. imag. 

Other   BRDF BRDF      cal.1B  shd. 
 
Table 5. Processing parameters of all evaluated image versions (X for XPro, A for ATCOR-4). 
Cal.: origin of the sensor radiometric calibration (lab: laboratory, vic: vicarious in-flight 
radiometric calibration with tarps P05 and P50); Atm.: origin of the atmospheric parameters 
used (imag.: derived from the imagery, in-situ: in-situ measurements). Other: BRDF = with 
empirical BRDF-correction, cal.1B = sensor calibration based on image line 1B and four tarps; 
shd. = with cast shadow correction. 

 
Figure 10 gives the reflectance accuracy evaluation results of different methods for an image strip 
collected from 2 km flying height on good atmospheric conditions (difference to reference value in % 
of the reflectance) for bright tarps. On the bright tarps, when in-flight calibration parameters were 
used (ATCOR-4 processing, image versions AV1-AV5), the differences were well below 5% (with a 
minor exception). If laboratory calibration parameters were used (XPro image versions XA1 and 
XA2, ATCOR-4 image versions AL1-AL3), the differences were clearly higher in blue and NIR 
channels (7-13%). The accuracy was the best in the case where in-flight calibration parameters from 1 
km flying height were used (dark target: better than 5%, bright targets: better than 1.5%). On the black 
tarp, when Leica’s laboratory calibration was used, differences were 5-30%, depending on the 
channel; with in-flight calibration the differences were again lower than 5%. When cast shadow 
correction option of ATCOR-4 was used, large differences (60-120%) appeared on black target; 
obviously shadow correction has considered black target as a shadow.  

 

Figure 10. RMSE for reflectance differences (in %) all methods, 2 km flying height (nadir 
looking image line 2A and backward looking image line 2B for XA1), bright tarps. 
 

The results of XPro correction of all flying heights indicated that for the evaluated challenging data 
set, up to 5% reflectance accuracy could be obtained with uniform targets. The accuracy was influ-
enced by the flying altitude (1-4 km), channel (R, G, B, NIR), level of cloudiness and target proper-
ties. With the XPro there appeared a clear dependency of the reflectance error to the magnitude of 
reflectance - both in reflectance units and in percents. (XI) 

An analysis of theoretical basis of XPro by Heikkinen et al. (XXII) showed that the correction is 
based on planar surfaces and that the highest quality reflectance calibration was possible only in sun 
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illuminated areas. The BRDF correction method is best suited for applications where visually uniform 
mosaics are of interest. 

These results are very promising. The evaluations showed that a reflectance accuracy level of 5 % is 
possible with sensor laboratory calibration and without any reference measurements. With vicarious 
radiometric in-flight calibration of the sensor, reflectance accuracies even better than 5 % were 
achieved. Issue with very dark targets is that a small error in atmospheric correction leads to large 
relative error, so larger errors are expected with dark objects. With natural targets (grass, forest trees) 
the non-homogeneity of objects will cause deviations in all comparisons. The results suggested that 
the laboratory calibrated values might not be accurate enough especially on NIR channel, but also 
errors in ground truth reflectance values or in atmospheric modeling can cause similar effects. The 
poorer results in blue channel can be caused by larger atmospheric influences. These issues need to be 
studied further. The full comparative results of all data sets (including also data from cloudy condi-
tions) and processing methods are presented in XI and XXI.  

Swisstopo evaluated the XPro 4.2 and ReSe evaluated the ATCOR-4 from the productivity perspec-
tive. XPro fulfilled the productivity requirements of Swisstopo (XV). The evaluation of ATCOR-4 by 
ReSe showed that the further tuning of software is necessary to fulfil all efficiency and usability 
requirements of NMAs (XXII).  

6.4 Reflectance image generation using empirical line method 

An empirical line based radiometric correction was carried out with the Sjökulla image block. Dark 
and bright targets were used as reference, and the reflectance values measured in laboratory were 
used. The major objective was to calculate BRFs from the photogrammetric image block. A compari-
son of BRF of black gravel measured in laboratory and from DMC images is shown in Figure 11. In 
the reference targets, the reflectance RMSEs were 3-7%; some deterioration in accuracy might be due 
to the fact that reflectance values determined in laboratory were used, instead of in-situ values. The 
results show that the photogrammetric image block can be used indeed for providing BRFs, but the 
atmospheric correction is critical. Furthermore, in the case of vertical images, range of observation 
angles is dependent on the field of view of the sensor; observation angles are smaller than ±40º with 
the DMC. The empirical line based approach does not fulfil productivity requirements of NMAs, 
because it requires reflectance targets in object areas. However, the method is functional in small area 
remote sensing applications. 

 

Figure 11. 3D-BRF plot of black gravel measured by the DMC (left) and at laboratory using 
goniospectrometer (center) and RMSEs on all evaluated images for different check targets 
(right). (VI) 
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7 Phase II – Application oriented investigations 

Some application oriented investigations were carried out in the context of the project. Comprehensive 
investigations on tree species classification were carried out using the ADS40 image data sets 
collected in Hyytiälä by Heikkinen et al. XII and Korpela et al. XIII. The NDVI orthophoto layer of 
Catalonia is given as an example of a new possibility of the novel technology (Martinez et al., XIV). 

7.1 Tree species classification with ADS40 data 

The suitability of the ADS40 at-sensor radiance, reflectance and BRDF-corrected reflectance images 
created by the XPro software on single tree level species classification was studied by Heikkinen et al. 
(XII) and Korpela et al. (XIII). They developed a method in which the crown level illumination and 
occlusion conditions were determined. The method is based on modelling the crown shapes and 
visibility/shading conditions by using dense LiDAR data. Based on the data, the reflectance character-
istics of tree species (within tree species variation, reflectance anisotropy, proximity effects, etc.) were 
studied in sun illuminated and shadowed conditions. The data with known illumination conditions 
were then used in further classification experiments by quadratic discriminant analysis by Korpela et 
al (XIII) and support vector machine classification by Heikkinen et al. (XII). 

Evaluations of reflectances of different versions of ADS40 images indicated that in general, reflec-
tance variations within species in the same illumination class were high (the coefficient of variation 
was 13-31%) (XIII). Results on reflectance anisotropy showed that if BRDF correction was not 
applied, a clear brightening towards backward scattering direction appeared. This is an expected 
behavior, because in this case the sensor is observing the non shaded parts of trees, opposed to the 
situation in the forward scattering direction, where the shadowed parts are observed. The simple 
BRDF correction approach of XPro compensated efficiently the BRDF effects, but did not improve 
the classification results. 

Classification experiments with reflectance images provided a total accuracy of about 75-79% with 
single ADS40 view and 78-82% with two ADS40 views (Heikkinen et al., XII). In some cases (the 
training and classification data from different flight lines) the use of reflectance images provided 
better classification results than the at-sensor radiance data. One limitation of the study was that the 
images were collected in the end of August, and this data might not be optimal for tree species 
separation. 

7.2 NDVI data sets generation from DMC images 

The good results obtained with DMC encouraged ICC to develop a NDVI orthophoto map layer of 
Catalonia (more than 32,000 km²) during 2011 (Figure 12) (Martinez et al., XIV). It consists of the 
Normalized Difference Vegetation Index (NDVI), which provides a measure of vegetation density and 
condition. It is influenced by the fractional cover of the ground by vegetation, the vegetation density 
and its greenness. It indicates the photosynthetic capacity of the land surface cover.  

The phases of the NDVI orthophoto layer generation are the transformation of the DNs to at-sensor 
radiances using the laboratory radiometric calibration information of the DMC, calculation of reflec-
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tance images and finally NDVI image calculation from the red and infrared reflectances. In this first 
implementation the at-sensor reflectance values are used; the atmospheric correction is not applied. 
First user of this layer will be the Agriculture Department of the Generalitat de Catalunya (regional 
government) just a few weeks after the flight. Next, a few months later the data will be published. 
Then, the vegetation layer is provided as a web map service (WMS) Geoservice and is disseminated 
according to ICC data policy. 

 

 

Figure 12. DMC CIR image (left) and at-sensor NDVI image (right). (Martinez et al., XIV) 
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8 Summary and discussion 

8.1 Major conclusions of the EuroSDR project 

The EuroSDR project “Radiometric aspects of digital photogrammetric airborne images” was carried 
out in 2008-2011. The two phases of the project were a review and empirical investigations. The 
project participants represented stakeholder groups from NMAs, software development and research. 

The review phase consisted of a review to the theoretical background and a questionnaire on current 
status of the radiometric processing of photogrammetric image data. The results showed that the 
radiometric processing of photogrammetric sensors was inadequately managed. The high-quality 
sensors could give much higher performance potential, if radiometry was more rigorously processed. 

Image blocks for the empirical investigation were collected by Leica Geosystems ADS40 in Finland 
and by Intergraph DMC in Spain and Finland. Unfortunately data from UltraCam-system was not 
available in the empirical investigation. 

The empirical investigations were carried out on four major topics: 

1. Vicarious radiometric calibration and characterization 

2. Spatial resolution assessment 

3. Radiometric correction of image blocks.  

4. Application oriented studies. 

The major emphasis in the study was the physical reconstruction of the radiometry of the imaging 
event, which is a mandatory step in automated, radiometrically quantitative data processing. In 
principle, the procedure is similar to the approaches that have been used in satellite based remote 
sensing and in processing of spectroradiometric image data for decades. However, the photogrammet-
ric environment provides some new challenges for the processing. These include extremely high 
spatial resolution, stereoscopy, strong image block structure, huge volume of collected data and the 
fact that the imagery are collected in more variable atmospheric and illumination conditions, with 
horizontal visibilities varying typically between 15 – 50 km and very low solar elevations of 20º and 
even less. 

The vicarious radiometric sensor calibration was the most favorable with the Banyoles campaign data 
because of the rigorous project set up and excellent weather conditions. The problem in the Hyytiälä 
campaign was the slightly unfavorable weather conditions and in the Sjökulla campaign the missing 
in-situ AOT measurements. Results showed that the vicarious radiometric calibration and validation 
was necessary. The analysis of radiometric calibration values of ADS40 indicated that the laboratory 
calibration was not compatible enough with the physically based atmospheric correction method 
ATCOR4. In the case of the hyperspectral sensor CASI, the spectral smile effect needed to be 
determined in flight conditions. 
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Spatial resolution analysis included resolution measurements using artificial targets as well as image 
sharpness measurement based on image data. Further evaluations included assessment of influences of 
exposure time, aperture and atmospheric conditions in resolution. The results showed that the resolu-
tion of DMC images was good and fulfilled theoretical expectations. Important aspects in the study 
were the novel Haar wavelet based approach for the estimation of the local image sharpness, which 
could be used to detect faults in the sensor, based on the information in images. This approach has a 
great value from the operational point of view. All the participants used different methods and 
indicators in the assessment of spatial resolution; to make results more comparable standardization of 
methods and indicators are needed. 

There are already approaches for reflectance image calculation and radiometric equalization of 
photogrammetric image data that are suited for production environments. Especially, IGN’s Pepita 
software and the XPro software fulfil the productivity requirements. At best, the accuracy of reflec-
tance images by XPro was up to 5% without any ground reference targets. Improvements are still 
needed for the approaches. For many software products the processing of a whole photogrammetric 
block is still a limitation. Improvements are also needed in processing of shadowed regions and in 
treatment of object reflectance anisotropy. Finally, accurate absolute sensor calibration is needed to 
allow physically based radiometric processing methods.  

Application oriented studies covered two aspects: tree species classification and novel NDVI data 
products based on national photogrammetric image data. Results showed that accurate radiometric 
correction is advantageous for the applications. It is important to consider the applications when 
developing methods for radiometric correction, and on the other hand, the applications (e.g. automatic 
classification methods) should take into account the level of radiometric correction of the input data. 
The evaluated applications are not the most urgent issues form the points of view of NMAs, but 
clearly indicated that the imagery have a lot of potential in new application areas. Further studies 
should consider the impacts of radiometric correction in applications of NMAs.  

The fundamental objectives of the investigation are presented in Section 1.1. These objectives were 
fulfilled as follows: 

1. Knowledge of radiometric aspects was improved by the means of articles, presentations in 
international conferences, special radiometry sessions in European Calibration and Orien-
tation Workshops (EuroCOW) 2010 and 2012 and an EudoSDR Eduserv course „Radio-
metric performance of Digital Photogrammetric Cameras and Laser Scanners“ organized 
in co-operation with Vienna University in spring 2012.  

2. The existing methods and procedures for radiometric image processing were studied from 
quality and productivity perspectives. 

3. The comparison of operative solutions using same test data set was realized comprehen-
sively only with the ADS40 data from Hyytiälä, because general solutions for radiometric 
correction were available only for pushbroom type sensors. On the other hand, analysis 
was made from many different points of views that all are relevant for NMAs; this can be 
seen as very valuable approach because the technology is not yet mature. 

4. The application oriented investigations showed some advantages of the rigorous radio-
metric calibration and correction in automated processing. Operational applications are 
still mostly interactive, and for these applications the rigorous radiometric processing does 
not provide so clear advantages. The correction approaches and interpretation methods 
should be further improved in order to obtain full advantage of the high-quality radiome-
try. 
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8.2 Recent developments 

Since the beginning of the project, improvements were achieved in the processing of the airborne 
image data.  

When the project started in 2008, the ADS was the only photogrammetric sensor for which absolute 
radiometric laboratory calibration was available (Beisl, 2006). Since 2009, a high-accuracy calibration 
is offered also for the frame sensor DMC (Ryan and Pagnutti, 2009). Absolute calibration methods 
have not been presented for other photogrammetric cameras. 

In 2008, commercial software for the rigorous, physically based reflectance image generation was 
available only for the pushbroom scanner based images. For pushbroom scanners, physically based, 
rigorous atmospheric correction methods have been available for decades, because traditional airborne 
and spaceborne hyper- and multispectral scanners are based on this principle. Leica Geosystems has 
offered a high performance radiometric correction for the ADS already since 2008 (Beisl et al., 2008), 
and this software was evaluated in this study. The method showed a great potential, but also many 
improvement ideas were identified. A new ADS-sensor based version of the ATCOR-4 software is 
now under development by ReSe for the processing needs of the Swisstopo (Schläpfer et al., 2012). 
Important improvements of the software are the better usability and shadow correction optimized for 
high resolution imagery. These aspects are relevant for NMAs, and especially in Switzerland and in 
general in areas with large topographic differences. 

Rigorous radiometric processing methods are becoming available for frame sensor images, too. With 
these sensors the radiometric block adjustment is a central part of the algorithm. During the review 
phase in 2008, the Pepita software of the IGN was undoubtedly the most advanced method for the 
correction of frame image blocks, applying the atmospheric parameters and BRDF correction (Chan-
delier and Martinoty, 2009). Now, similar approach has been recently implemented also to the 
UltraMap processing software of the UltraCamXp (UltraCam, 2012). Recently, several new ap-
proaches for BRDF correction and atmospheric compensation have been presented in scientific 
literature (Collings et al., 2011; López et al., 2011). 

The use of airborne photogrammetric images in automation of various mapping tasks is still quite 
limited, and in the application related studies the level of radiometric processing is rarely considered. 

International standards for airborne imaging systems are evolving, but slowly. For satellite sensors 
there already exists an international test field network (Chander et al., 2007). For airborne sensors, 
Cramer et al. (2010) recently presented a test site concept. A review of methods and test sites for 
assessment of spatial resolution of EO data products was presented by Pagnutti et al. (2010). 

8.3 Recommendations and suggestions for the future developments and investigations 

As the final conclusions we give the following recommendations and suggestions 

1. The knowledge about the possibilities of the new sensors should be still improved, especially 
for those who produce and utilize (large-format) photogrammetric images. 

2. Standardization of radiometric terminology and processing methods is needed. In particular 
this is to help users that purchase data from different data providers and for image fusion in 
general. 
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3. Radiometric processing methods should be improved further. Important topics for future de-
velopments include radiometric calibration of sensors, image block processing, shadow and 
BRDF correction, and management of image data blocks collected in different atmospheric 
conditions, multiple times and using different sensors. 

4. Rigorous, physically based radiometric correction should be a basic procedure in photo-
grammetric processing chains and it is expected that it will simplify greatly subsequent data 
processing needs and interpretation processes of NMAs.  

5. Accurate (quantitative) interpretation methods that utilize accurate image radiometry should 
be developed. Powerful new approaches could be based on reflectance images, laser scanning 
data and image matching based DSMs. 

6. Possibilities for new data products should be considered. The new NDVI data product of ICC 
is an example of these possibilities. 

7. Radiometric calibration and validation of entire data processing chain in test field was shown 
to be important. Permanent test fields were proven to be powerful tools for these processes. 
Availability of permanent targets and permanent measurement equipment will simplify 
greatly the in-situ measurement efforts required in campaigns; without permanent tools the 
calibration/validation campaigns are very laborious and there is a great risk that they will fail. 

8. Not all important radiometry related topics were covered in this investigation. Uncovered 
topics include operational quality control methods for production processes, pansharpening, 
image enhancement and colorimetric calibration. Also, the applications and advantages of 
rigorous radiometric correction were only scratched. 
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9 Conclusions 

We presented the results of the EuroSDR project “Radiometric aspects of digital photogrammetric 
images” in this report. 

The new sensors and processing methods showed excellent radiometric potential. We expect that the 
high resolution, geometrically and radiometrically accurate, multi-spectral, stereoscopic photogram-
metric imagery could provide new possibilities for remote sensing applications. The Internet-based 
orthophoto and environmental model servers have an important role in providing up-to-date informa-
tion for large public audiences. These nationwide databases could also be one component of a more 
general Earth analysis process, integrated with spaceborne images, hyper-spectral images, laser point 
clouds and terrestrial data, and all other types of geospatial information. Investigation, development 
and co-operation are needed in this area in order to further standardize the processes. 
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Abstract 

The objective of the “EuroSDR Mobile Mapping - Road Environment Mapping using Mobile Laser 
Scanning” project was to evaluate the quality of mobile laser scanning systems and methods with 
special focus on accuracy and feasibility. Mobile laser scanning (MLS) systems can collect high 
density point cloud data with high accuracy.  

A permanent test field established in the project suits well for verifying and comparing the 
performance of different mobile laser scanning systems.  The test field was measured with several 
commercial and research systems, such as RIEGL VMX-250, Streetmapper 360 and Optech Lynx of 
the TerraTec AS, FGI Roamer and FGI Sensei. A geodetic network of terrestrial laser scannings was 
used as the reference for the quality analysis. Each system provided the data using the system specific 
pre-processing standards. The system comparison focussing on planimetric and elevation errors using 
filtered DEM, poles and building corners as reference objects, revealed the high quality point clouds 
generated by all systems with good GNSS conditions. With all professional systems properly 
calibrated, the elevation accuracy was better than 3.5 cm up to 35 m distance. The best system had 2.5 
cm planimetric accuracy even with the range of 45 m. The planimetric errors increase as a function of 
range, but moderately if the system was properly calibrated. The main focus on MLS development in 
near-future should concentrate on the improvements of trajectory solution, especially under non-ideal 
conditions, using both improved hardware (additional sensors) and software solutions (post-
processing). 

The benchmarking of algorithms did not collect a high number of inputs. The results obtained by ITC 
and FGI could be used to assess the present state of the art in point cloud processing of MLS. 
Currently, a level of 80-90 % correct detections can be obtained for object recognition (to those 
objects most feasible for MLS data) and the rest needs to be done in interactive editing process. Since 
the goal of MLS processing is to have high automation supported by minimum amount of manual 
work and to create accurate 3D models of roadsides and cities, there is still a significant contribution 
needed for future research. 

Finnish Geodetic Institute, Mobile Mapping research group (www.fgi.fi/mobimap), continues the test 
site development for MLS, the benchmarking of MLS methods and putting MLS data to public use 
also in the future. 
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1 Introduction 

Accurate and intelligent up-to-date roadside information is needed not just for road and street planning 
and engineering but also for increasing number of other applications, such as car and pedestrian 
navigation, noise modelling, road safety, and other planning purposes. Vehicle-based mobile laser 
scanning (MLS) is a multi-sensor system that integrates various navigation and data acquisition 
sensors on a rigid, moving platform (typically van or car) for road side information. The navigation 
sensors typically include Global Navigation Satellite System (GNSS) receivers and an Inertial 
Measurement Unit (IMU), while the data acquisition sensors include typically terrestrial laser 
scanners and digital cameras. 

Today, terms Airborne Laser Scanning (ALS), Mobile Laser Scanning (MLS) and Terrestrial Laser 
Scanning (TLS) are applied depending whether the platform is an aircraft, moving vehicle or tripod, 
respectively. LS (Laser Scanning) gives the georeferenced point cloud, from which it is possible to 
calculate various surface, raster and object models. Additionally, the intensity and the full waveform 
of the laser returns can be recorded. In MLS, the data collection can be performed either in so-called 
stop-and-go mode or in continuous mode. The stop-and-go mode corresponds to conventional TLS 
measurements and therefore MLS, hereafter, refers to the continuous model, i.e. the use of continuous 
scanning measurements along the drive track. Data provided by MLS systems can be characterized 
with the following technical parameters: a) point density in the range of 100-1000 pulses per m2 at 10 
m distance, b) distance measurement accuracy of 2-5 cm, and c) operational scanning range from 1 to 
100 m. The amount of data produced by such systems is huge (at the rate of 0.25-1 M pts/s), and 
manual processing of the data is very time-consuming, which prompts a need for automated methods 
that decrease the amount of manual work required to produce accurate 3D models. At present, it is 
possible to use software and methods developed for TLS and ALS, but due to different scanning 
geometry, different point density and the fast processing needed, algorithms for MLS data processing 
need also to be developed separately (Jaakkola et al., 2008). 

Applications based on integration of ALS and TLS/MLS are currently under development. ALS/TLS 
integration is expected to be beneficial for forest inventories and ALS/MLS integration is expected to 
be useful for city 3D mapping and further applications therein (e.g. Jochem et al. 2011, Rutzinger et 
al. 2011a). Annually, the LS business market is growing 15 %, but the growth is at the largest with 
MLS. The potential of MLS is on the collection of large areas with reduced point accuracy compared 
to TLS. Recently, whole cities have been covered with MLS. MLS and mobile mapping (including 
images) is used for collecting vast 3D navigation data sets of Nokia Navteq (Navteq TrueCar), 
Microsoft and Google (Google Street View Car), which are currently developing automatic techniques 
to process the data into 3D models.  

The objective of the “EuroSDR Mobile Mapping - Road Environment Mapping using Mobile Laser 
Scanning” project was to evaluate the quality, accuracy, and feasibility of mobile laser scanning 
systems and methods. This report will focus on two subjects:  

1. Benchmarking of various MLS systems on the established test site in Espoonlahti in good 
GNSS coverage. 

2. Benchmarking of two pole detection algorithms in order to describe in brief the state of the 
art in MLS data processing. 
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2 State-of-the-art in Mobile Laser Scanning 

2.1 Systems 

Recent studies on MLS systems and their accuracy as well as environmental modelling done with 
MLS can be found in Barber et al. (2008), Brenner (2009), Clarke (2004), El-Sheimy (2005), Früh and 
Zakhor (2004), Graham (2010), Haala et al. (2008), Hassan and El-Sheimy (2008), Jaakkola et al. 
(2008), Kukko et al. (2007 and 2009), Kukko and Hyyppä (2009), Lehtomäki et al. (2010), Li et al. 
(2004), Lin et al. (2010), Lin and Hyyppä (2011), Manandhar and Shibasaki (2002), Petrie (2010), 
Shen et al. (2008), Steinhauser et al. (2008), Tao and Li (2007), Weiss and Dietmayer (2007), Yu et 
al. (2007) and Zhao and Shibasaki (2003a,b, 2005). Currently, there is an increasing number of 
research MLS systems (e.g., Geomobil (ICC), GeoMaster (University of Tokyo), Lara-3D (Ecoles des 
Mines de Paris), ROAMER and Sensei (FGI)), and commercial and custom-made systems (for 
example Optech Lynx Mobile Mapper, Streetmappers of 3D Laser Mapping based on RIEGL 
scanners, Mitsubishi using SICK LMS 291 -scanners, RIEGL VMX-250 integrating two RIEGL VQ-
250 scanners, Topcon-made systems to Google IP-S2 having three SICK LMS 291 scanners, Trimble 
Trident-3D based on SICK and RIEGL scanners (Petrie, 2010), Trimble MX8 and RIEGL VMX-
450). Mobile laser scanning systems are developed both in the field of robotics and surveying. A more 
complete list of systems is depicted in Petrie (2010) and Narayana (2011). 

2.2 Accuracy of MLS 

The MLS accuracy is limited mainly by the GNSS signal degradation in urban and forest-covered 
environments. This disadvantage of GNSS can be partly corrected by appropriate data fusion approach 
of GNSS (GPS), IMU and odometer. The most common data fusion approach is to use Kalman filter 
of different flavours. The MLS accuracy has been studied in good GNSS conditions. Haala et al. 
(2008) demonstrated that the StreetMapper system could produce dense 3D measurements at an 
accuracy level of 30 mm in good GNSS conditions. Further, remaining differences between the point 
clouds from different scanners, due to imperfect boresight calibration of the upward looking scanner, 
could be corrected during post processing. Under degraded GNSS conditions, Haala et al. (2008) 
reported a georeferencing error up to 1 m for the horizontal position. They also reported that despite 
the limited quality of the absolute accuracy, 3D point measurements during bad GNSS conditions are 
still useful, especially if mainly their relative position is exploited. They gave an example that the 
standard deviation of such data is only 5 cm if points from two scanners are combined and 2.6 cm if 
the points are separated for each scanner. Thus, such data is feasible for the extraction of features of 
windows or passages, if a certain error for their absolute position is acceptable. 

Since the best laser systems in MLS are capable to estimate the range with 2 mm accuracy, and direct 
georeferencing dominates in the error propagation, an improvement of georeferencing solution is 
needed. Possibilities to improve the georeferencing solution include more accurate calibration of 
relative orientation of the MLS system components, automatic/manual detection of objects (the 
position of which is known) from the road sides that could be used to improve the georeferencing, and 
development of new data fusion approaches for MLS.  
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2.3 Applications and Data Processing 

Data processing methods are covered with topics “point clouds”, “range images” and “laser 
scanning”. Usable processing methods are listed as part of references and literature of this report. In 
the following, some examples of the MLS processing, quality and possibilities are given. The reader 
can find more details and information from the listed references and additional selection of literature.  

2.3.1 MLS in Change Detection 

Modern road environment faces a lot of changes all the time. Updating of e.g. road map for cars and 
pedestrians is done mainly manually. Multitemporal MLS provides possibilities to fully automatically 
monitor almost all changes in the road environment. Satellite images are used for change detection by 
applying image differencing and, thus, multitemporal road environment point clouds can be used to 
detect changes in a similar way. A change detection method should automatically find the changes in 
the studied area and update the corresponding map, model or database accordingly. Change detection 
can be done in many different ways: comparing raw point clouds, coloured point clouds, voxels, range 
images, surface models or modelled objects. The simplest and most universal way to do comparison 
between two point clouds is to measure distances between the points in different point clouds and see 
if a point in one point cloud has neighbours nearby in the other point cloud, otherwise the point is 
marked as a potential change. Adding colour data into the point clouds gives additional clues about 
the possible changes. If colours are used, caution is recommended, since e.g. illumination changes, 
reflection and registration errors may have negative influence on usability of colour information. In 
some cases, these problems can be reduced by calibration processes in order to produce comparable 
colours. Voxel-based processing could prove to be very efficient as the processing is heavily 
simplified when compared to point-wise processing. This is caused by grouping multiple points into a 
single voxel, which also inherently gives the local neighbourhood of any given voxel or point. 3D 
point clouds from MLS systems can be converted to 2D range images in order to apply existing image 
processing techniques. One advantage of using image planes and highly developed and powerful 
image processing techniques is that the processing speed typically increases significantly. 

The possibilities of utilising MLS for mapping topographic changes have been demonstrated in Vaaja 
et al. (2011). The capability of MLS in erosion change mapping in river environment, using sandbars 
and river banks as examples, was demonstrated using ROAMER MLS system mounted on a boat and 
on a cart and difference elevation model technique. Fixed-point terrestrial laser scanner data was used 
as reference. The measurements were based on data acquisitions during the late summer in 2008 and 
2009. The coefficient of determination (R2, the square of the correlation coefficient between the 
observed and modelled data values) of 0.93 and a standard error of 3.4 cm were obtained as metrics 
for topographic change mapping based on mobile laser scanning. This, however, required a systematic 
elevation error calibration of the data. The possibilities of MLS for mapping biomass changes has 
been reported e.g. in Hyyppä et al. (2009), Jaakkola et al. (2010) and Lin et al. (2011).  

MLS is extremely feasible for change detection, but the changes due to measurement geometry have 
to be separated from those due to real changes in the objects. 

2.3.2 Integrated Use of MLS and Hyperspectral Sensing 

Present trend in mobile mapping is the collection of images and possibly laser scanner point clouds. 
Concerning automatic extraction and classification of objects, the point cloud information has been 
shown to provide relatively high accuracy. By using both the images and point clouds, the object 
classification accuracy can be enhanced. If the automatic modelling of the environment gets increased 
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emphasis, object classification can be enhanced even further by integrating laser point clouds and 
hyperspectral data. Adding hyperspectral sensors to MLS is a straightforward process, since both the 
LS and hyperspectral data require direct georeferencing (GNSS/IMU). Hyperspectral images have 
improved classification capability over objects where as the image resolution is decreased when 
compared to digital camera images. Considering the registration problems between images and point 
clouds, it may be even possible to produce hyperspectral LS without passive imagery as shown in 
Kaasalainen et al. (2007). 

Puttonen et al. (2011) presented the first results of using mobile laser scanning and hyperspectral 
sensor data in tree species classification. Tree species classification and the separation of coniferous 
and deciduous trees were carried out in an experimental garden in the City of Espoo, Finland. The 
results demonstrated that a fused data set consisting of LS-derived and hyperspectral features 
outperformed single-source data sets (either LS or hyperspectral) by a significant margin. The best 
overall coniferous and deciduous tree separation result was 95.8% when two LS-derived shape and 
two hyperspectral features were applied using a Support Vector Machine (SVM). The corresponding 
best tree species classification result including ten species in the analysis was 83.5%. The results were 
obtained using a low number of predictors to give a more realistic view of the potential of the data.  

The concept shown in Puttonen et al. (2011) can be used in general towards improved classification of 
road-side environment using both LS and hyperspectral sensors. The combined data of LS and 
hyperspectral is expected to be even more feasible for change detection processes. The major 
bottleneck in hyperspectral data processing in mobile context is the illumination changes 
(bidirectional reflectance distribution function, BRDF) of the environment. In the mobile use, the 
BRDF changes are much more dramatic compared to aerial imaging, since imaging is done in all 
geometries (e.g. towards to sun and along the sun). Correcting and understanding illumination 
changes is the major drawback in using passive hyperspectral data with LS data. Therefore, it is 
expected that in future active multispectral or hyperspectral LS, with proper radiometric calibration 
scheme, is an important technique in mobile mapping. With active hyperspectral sensing, the effect of 
BRDF is negligible. The disadvantage of the active hyperspectral sensing is the costs of the systems 
and more limited possibility to have high number of channels. 

2.3.3 Indoor Mobile Laser Scanning 

The need for 3D maps is not only for outside environments. There is also an increasing need to get 3D 
models inside the buildings. Presently, inside models are created using 2D floor plans and images or 
using multiple scannings of TLS. When the indoor models become more complex, there is also a need 
for more flexible mapping systems. Indoor mobile mapping or indoor mobile laser scanning is a new 
coming trend in mobile mapping. According to the manufacturers, “Indoor Mobile Mapping Solution 
creates an excellent 2D floor plan which contains a level of detail previously unavailable. Every chair, 
every object in the interior will appear in the floor plan. The floor plan contains exactly what is in the 
space as compared with conventional floor plans which are drawn by hand.” (Trimble, 2011.) Indoor 
mobile laser scanning is based on high-quality laser scanner and IMU technology. Odometers and 
other sensor technology will help in improving the quality. The needed georeferencing solutions of 
indoor mobile laser scanning require improvements beyond those needed for outdoor MLS mainly due 
to lack of precise positioning solution. One solution to overcome this is Simultaneous localization and 
mapping (SLAM) –technique commonly used in robotics and autonomous vehicle navigation, see 
e.g., Biber et al. (2004). 
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2.3.4 Virtual Reality in a Smart Phone 

Laser scanning has contributed significantly to the automatic 3D reconstruction in the past few years. 
MLS will be the main technology to provide large 3D city models for navigation in a smart phone in 
which low data amount and visually good looking textures of 3D models are required. As regards to 
building geometric reconstruction, although the use of both laser scanning and images improves the 
level of automation, difficulties still rise when complex models need to be reconstructed, and many 
developed methods are scene-based. When photorealistic textures are concerned, object occlusion is 
still the main problem. Due to the limited hardware resources and graphical computation power of 
mobile devices, 3D visualisation techniques for the specified mobile platform need to be developed. 
The challenge related to real-time fast 3D rendering and display of large datasets and of complex 
urban environments still remains. Our example in the Android Market shows the current state of the 
art in creating visually good appearance textures, high-quality geometry, and 3D visualization in a 
single demo for near-future personal geospatial infrastructures (Figure 2-1). 
 

 
Figure 2-1. An example of a photorealistic 3D city model for mobile phones. 

(http://market.android.com/details?id=com.FGI.Tapiola3D) 

3 Benchmarking of Mobile Laser Scanning Systems on a Test Field 

Experiences gained in earlier research have shown that permanent test fields with accurate ground 
truth are valuable tools for analyzing the performance of remote sensing systems and methods in 
mapping tasks. To be able to compare various systems or methods, test data should be from a common 
test field (Kaartinen and Hyyppä, 2006 and 2008). Comparing mobile laser scanning systems is 
challenging, as the accuracy of the georeferenced point cloud is highly dependent on the GNSS 
visibility during the data acquisition, and the satellite geometry is constantly changing. Also the 
season can affect the satellite visibility, when tall deciduous trees are close to the trajectory. There was 
not much information about existing MLS test fields prior to this study. System manufacturers have 
carried out and published their own tests, but few publications exist where system performance is 
examined using a test field established and results analyzed by an independent actor. Barber et al., 
(2008) used RTK-GPS measurements to collect reference data on two test sites to validate the 
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geometric accuracy of Streetmapper MLS system. The main focus was on the elevation accuracy, only 
a few control points, measured on white line markings on the road, were used for planimetric accuracy 
analysis. University of California at Davis used total station and static TLS data to analyze the 
accuracy of MLS systems (Streetmapper 360, Optech Lynx and Ambercore Titan) in producing digital 
terrain models of pavement surfaces (Yen et al., 2010). In this test only elevation accuracy was 
concerned. The most in-depth analysis of MLS quality thus far is given by Haala et al. (2008). 

We, therefore, concentrated on evaluating geometrical properties of laser point clouds collected by 
various MLS systems in an established test site with good GNSS conditions.  

3.1 Material 

3.1.1 Test Site 

The selected test site is located in Espoonlahti, about 16 km west of Helsinki. The test site covers one 
block around the shopping mall Lippulaiva covering 1700 meters of road environment (Figure 3-1). 

 

Figure 3-1. Test site for mobile laser scanning covers 1700 m of road environment. Driving route 
is marked with red line, and sections are marked with red letters A-D. Parking spaces are 

marked with P. Map data © City of Espoo. 

Test field can be divided into four sections, which are separated naturally by road crossings, as can be 
seen in Figure 3-1. Sections A, B and D have a good GNSS visibility, although some trees and higher 
buildings may limit the visibility of lower satellites. As can be seen in the digital surface model in 
Figure 3-2, section C has large trees standing close to the road, thus making GNSS conditions much 
more challenging. There are many types of buildings and other constructions such as stairs and walls 

A

B

C

D 
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in the area, as well as hundreds of pole type objects such as lamp posts, traffic signs and trees. In 
section A the road area, as well as most of the terrain close to the road, is very flat. On other sections 
there is more variation in terrain elevation, both in the road and in the surroundings. The height 
difference between the lowest and highest point on the road is 12 meters (Figure 3-2). 

 

Figure 3-2. Digital surface model of Espoonlahti test field (based on MLS data). Map data © 
City of Espoo. 

3.1.2 Reference Data 

3.1.2.1 Terrestrial Laser Scanner Point Clouds 

Dense terrestrial laser scanner point clouds were used to obtain reference targets for geometric 
accuracy analysis. Reference point clouds were collected May 7th 2009 using FGI’s mobile mapping 
system ROAMER (Kukko, 2007 and 2012), Road Environment Mapper (Figure 3-3) in static mode. 
ROAMER was installed on top of a car, and the car was standing static on the road during each 360 
degree scanning of the FARO Photon 80 terrestrial scanner (Figure 3-4), the average distance between 
the scanning stations was 30 m. The scan resolution was set to 0.0013 rad point separation. The 
georeferencing of altogether 58 individual scannings was computed in post-processing: scanner 
position and heading were obtained from the ROAMER’s SPAN –navigation system, and scannings 
were levelled using the inbuilt inclinometer of the scanner. Virtual GPS reference station data used in 
GPS post-processing was downloaded from GPSNet.fi-service. SPAN-data was processed using 

Lowest point on 
the road, 

elevation 31 m. 

Highest point on 
the road, 

elevation 43 m. 
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Waypoint Inertial Explorer –software, which gave the estimated accuracies of 11 mm in 3D-position 
and 0.027 degrees in heading (RMS) for the ROAMER inertial measurement unit (IMU) during the 
measurements. The offset between the IMU and the scanner origin as well as the offset between the 
SPAN and the scanner heading were determined in system calibration. 

 

 

Figure 3-3. ROAMER-platform was used to collect reference terrestrial laser scannings. 
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Figure 3-4. An example of reference point clouds. Scanning locations can be seen as shadows on 
the road caused by the car. 

3.1.2.2 Validation of Reference Point Clouds 

ROAMER TLS/static data was validated against 150 check points measured using a total station 
(Trimble 5602S DR200+). In total nine ground control points (GCPs) were measured for total station 
setup around the Espoonlahti test site (Figure 3-5) using repeated real-time GPS-measurements (Leica 
SR530). Altogether eight individual measurements on each point were taken, using different reference 
data sources (RTK-GPS using own reference station and VRS-GPS using virtual reference station) 
and different satellite constellations (a few hours between the measurement sessions). On each GCP 
the first two sessions were measured using RTK-GPS (expected accuracy 1 cm + 1-2 ppm in plane 
and 1.5-2 cm + 2 ppm in height (Bilker and Kaartinen, 2001)), and then two sessions using VRS-GPS 
(expected accuracy 2 cm in plane and 4 cm in height (Häkli, 2004)). New GPS initialisation was 
acquired between each session. This procedure was carried out for a second time after a few hours. 
GCP-coordinates were then computed as a mean of the obtained eight coordinates. Maximum standard 
deviation of the eight ‘original‘ coordinates was 23 mm in plane and 30 mm in elevation (average 13 
mm and 20 mm respectively). 
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Figure 3-5. Nine ground control points were measured around the test site. Map data © City of 
Espoo. 

On most ROAMER –scans the comparison showed that check points and point clouds match to each 
other within the standard deviation of the GCPs, i.e. a couple of centimetres, but on a few scans there 
was error in the levelling of the point cloud. On these cases there was a passing bus visible in the 
scanning data, so it is obvious that a large vehicle has disturbed the scanner inclinometer. These point 
clouds could be re-levelled by using neighbouring point clouds and check points. 

3.1.2.3 Reference Targets for Accuracy Analysis 

After point cloud validation, targets for accuracy analysis were measured from a 350 meter long area 
of section A of the test site (Figure 3-6) with the best GPS visibility. TerraScan-software by 
TerraSolid Ltd. was used for all point cloud operations. First ground points were classified and a 
regular grid with 5 cm point spacing was computed to achieve an even distribution of the ground 
points. This grid was thinned by selecting every 1000th point, and these thinned points were compared 
to the original ground points. All thinned points deviating more than 5 mm from original data were 
removed, and the remaining points with point density of 0.3 points per m2 were selected as reference 
points for the elevation accuracy analysis. The complete ground reference data for the elevation 
consists of 3283 points, for which also the distance and direction to all possible driving trajectories 
were determined. 

The ground reference data was used to separate all laser points within 10 cm below and 50 cm above 
the ground, and these close-to-ground points were used to measure reference targets for the 
planimetric accuracy evaluation. The targets include centres of poles, building corners and curb 
corners. Another one meter thick slice of laser points was taken at approximately five meters above 
the ground, and these laser points were used to measure more building corners and centres of poles. 
Altogether 273 planimetric reference targets were measured. Pole coordinates were measured by 
visually fitting a circle to the point cloud in top view, and the centre of the circle was used as the 
reference coordinate, example is shown in Figure 3-6. 
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Figure 3-6. Reference targets, small orange points are elevation reference points and blue, red 
and green points are planimetric reference points (map data courtesy city of Espoo). Small 

figure in top right corner shows a detail of measured poles from close-to-ground laser points. 

3.1.3 Mobile Laser Scanning Data 

3.1.3.1 Mobile Mapping Systems 

Mobile laser scanning data was collected from the test field using five different systems (Table 3-1). 
With all systems the test site was driven in both clockwise (CW) and counter-clockwise (CCW) 
direction at speed of about 30-40 km/h. 

MLS system Operated by Data acquisition date 
ROAMER Finnish Geodetic Institute June 2009 

RIEGL VMX-250 RIEGL Laser Measurement 
Systems GmbH March 2010 

Sensei Finnish Geodetic Institute May 2011 
Streetmapper 360 3D Laser Mapping June 2011 

Optech Lynx TerraTec AS June 2011 

Table 3-1. Tested MLS-systems. 
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Optech Lynx 

Mobile Mapper / 
TerraTec AS 

Sensei ROAMER 

RIEGL VMX-
250 and 

Streetmapper 
360 

Laser wavelength N/A 905nm 785nm Near infrared 
Distance 
measurement 
principle 

Time-of-flight, 
max 4 returns 

Time-of-flight, 
max 3 returns Phase-shift 

Time-of-flight, 
no. of returns 

selectable 
Points / sec 
(x1000)  max 2 x 200 38 120 (2011: 976) 2 x 300 

Range 200m 200m 76m (2011: 
153m) 500m 

Profiles / sec max 2 x 200 50 61 2 x 100 
Beam divergence N/A 1.4 x 14mrad 0.16mrad 0.3mrad 
Beam size at exit N/A N/A 3.3mm 7mm 
Distance 
measurement 
accuracy 

8mm 100mm 2mm@25m 10mm@150m 

Angular resolution N/A 0.25° 0.009° 0.018° 

Table 3-2. MLS specifications (FARO, 2008 and 2009; Ibeo, 2011; Optech, 2011; RIEGL, 2011; 
TerraTec, 2011). 

Examples of acquired point clouds are show in Figure 3-7 - Figure 3-11. Laser points are visualized 
by the intensity value, with the exception that Sensei does not record the intensity. 

 
Figure 3-7. Optech Lynx data. 
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Figure 3-8. Streetmapper data. 

 
Figure 3-9. RIEGL VMX-250 data. 
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Figure 3-10. ROAMER data. 

 
Figure 3-11. Sensei data. 

3.1.3.2 ROAMER 

FGI’s in-house developed ROAMER-system (Kukko et al., 2007 and 2012) has been operational since 
the summer of 2007. Mobile mapping data from test field was acquired in June 2009. At that time 
ROAMER consisted of a FARO Photon 80 terrestrial laser scanner and NovAtel SPAN positioning 
system (NovAtel DL-4 plus GPS-receiver, NovAtel GPS-702-GG antenna and Honeywell HG1700 
AG58 inertial measurement unit (IMU) with ring laser gyros). Later the laser scanner was updated and 
currently a FARO Photon 120 terrestrial laser scanner is used. The maximum point measurement rate 
of Photon 80 scanner was 120 kHz and range 76 meters (Photon 120: 976 kHz and 153 meters). Laser 
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profiling was carried out using 48 Hz scan frequency. ROAMER has adjustable scanning angle, in 
Espoonlahti the scanner was measuring profiles tilted 45 degrees below horizontal, as can be seen in 
Figure 3-12. ROAMER is the only system in this comparison which utilizes a laser scanner with 
continuous wave laser and phase-shift based distance measurement. The beam size of the scanner is 
also the smallest in the test. 

 

 

Figure 3-12. ROAMER. 

Direct georeferencing of the ROAMER point clouds was computed using Waypoint Inertial 
Explorer™ GPS-IMU post-processing software. GPS reference station data was acquired from 
Finnish virtual reference station (VRS) network GPSNet.fi. After georeferencing, dark points were 
removed by filtering out points with intensity value less than 8000 (range 0-20470), and isolated 
points were removed by filtering out points that had less than 50 points within 2 m radius around it. 
TerraScan by Terrasolid Ltd was used for the filtering. 

Two point clouds were analyzed for the ROAMER. In the first one the georeferencing of the point 
cloud was computed using the calibration values between the instruments determined only in 
laboratory calibration. The laboratory calibration was based on measuring the physical offsets and 
rotations between the scanner, IMU and GPS-antenna. This laboratory calibration was fine-tuned 
using the measured data, for example utilizing the data acquired by driving the same location in two 
directions and using common targets such as building walls, road surface and poles to determine 
errors in calibration. The fine-tuned calibration values were applied for re-computing the data, 
producing the second set of point clouds for analysis. 
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3.1.3.3 RIEGL VMX-250 

RIEGL VMX-250 (Figure 3-13) was introduced in the beginning of 2010 and the test site data was 
acquired in March 2010. System consists of two RIEGL VQ-250 scanners and a navigation unit with 
IMU, GNSS and odometer instruments. Each of the scanners measures up to 300000 points and 100 
profiles per second. Maximum measurement range is 500 meters. In September 2011 RIEGL 
announced another mobile mapping system VMX-450 with VQ-450 scanners, capable to measure up 
to 550000 points and 200 profiles per second.  

 

Figure 3-13. RIEGL VMX-250 (RIEGL, 2010). 

RIEGL delivered two point clouds for analysis. The first data was received in June 2010. Later 
RIEGL announced that they have further developed their system calibration and wish to implement 
their latest expertise also to the test site data. A set of 11 control points from the test site was delivered 
to RIEGL to ease the calibration procedure. Second data was received in May 2011. 

3.1.3.4 Sensei 

The FGI Sensei is a low-cost modular measurement system consisting of a number of measurement 
instruments. These include a GPS/IMU positioning system, two laser scanners, a CCD camera, a 
spectrometer and a thermal camera. 

The GPS/IMU system is a NovAtel SPAN-CPT tightly coupled GPS/INS receiver system, which 
integrates NovAtel’s OEMV GNSS precision receiver technology with three fibre optic gyros and 
three MEMS accelerometers into a single unit. The SPAN-CPT delivers 3D position, velocity and 
attitude solutions. The measurements of the different INS subsystems are combined using Waypoint 
Inertial Explorer and GPS virtual reference station (VRS) data. 

In Espoonlahti test site an Ibeo Lux laser scanner was used. The Ibeo Lux measures points from four 
different layers simultaneously and is theoretically able to measure up to 38 000 points/s if only one 
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return per pulse per layer is assumed. The scanner is able to record up to three returns per pulse per 
layer. Its distance measurement range is from 0.3 to 200 m (50 m for targets with 10% remission), 
ranging accuracy is 10 cm, angular resolution is 0.25° and the divergence of the laser beam is 1.4 
mrad horizontally and 14 mrad vertically with respect to the scanner body, indicating that objects may 
appear extended in the vertical direction. When mounted on a car (Figure 3-14), this vertical 
elongation turns into a horizontal error as the scanner is mounted vertically. For this reason most of 
the reference targets for planimetric accuracy analysis could not be reliably measured, and the 
performance analysis was completed only for elevation accuracy. When Sensei is used on top of a car, 
the instruments are pointing towards the side of the car, and the laser scanner scans vertically thus 
covering only one side of the trajectory at a time. (Jaakkola et al., 2010.)  

 

Figure 3-14. Sensei mounted on a car. 

3.1.3.5 Streetmapper 360 

Streetmapper 360 (Figure 3-15) by 3D Laser Mapping and IGI mbH was launched in October 2008 
and test site data was acquired in June 2011. System consists of two RIEGL VQ-250 scanners and a 
IGI AEROcontrol navigation unit with a fibre optic gyro based IMU, inbuilt NovAtel OEMV-3 GPS 
receiver and Direct Inertial Aiding (DIA) to assist in areas of poor GPS reception. Each scanner 
measures up to 300000 points and 100 profiles per second. Maximum measurement range is 500 
meters. 

A set of 11 control points from the test site was delivered to 3D Laser Mapping for post-processing. 
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Figure 3-15. Streetmapper 360 mapping the roads of the Espoonlahti test field. 

3.1.3.6 Optech Lynx Mobile Mapper 

Optech Lynx Mobile Mapper was introduced in September 2007. The test site data was collected in 
June 2011 by TerraTec AS (Figure 3-16) using a system with two Optech scanners which produce 
200000 points per second each with ranging up to 200 m. Navigation system is an Applanix POS LV 
420 system with IMU, GPS and odometer instruments. The newest version Lynx Mobile Mapper M1 
can produce up to 500000 points per second per scanner.  

TerreTec’s Lynx instruments are mounted on the roof of a Volkswagen Caravelle with adjustable 
scanning height. In Espoonlahti the lower position was used and the scanners were about 2.7 meters 
above the road. Collected raw GPS and POS data were processed using POSPac software. Position 
data, i.e. data from POSPac and raw data from laser scanners were processed using DASHMap 
software and the output is POS-corrected laser data. A set of 84 control points was measured using 
VRS-GPS and delivered to TerraTac for point cloud processing. These control points included the 
coordinates of road markings along the driving route. The computed point clouds were matched to 
control points by using TerraMatch software. 
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Figure 3-16. TerraTec AS mapping the Espoonlahti test field with Optech Lynx Mobile Mapper. 

3.2 Methods for Accuracy Evaluation 

At first the received point clouds were checked by comparing with the reference data (Chapter 3.1.2.3) 
to detect any gross errors either in elevation or in plane. If there were larger systematic shift than a 
few centimetres, this was removed to assure valid comparison, as especially a large systematic shift in 
plane can lead to distorted elevation accuracy results. In laser scanning surveys systematic errors can 
be caused by, for example, GNSS reference data, and it is a common practice to use some ground 
control points to eliminate the bias 

Comparison between the elevation reference points and the received MLS point clouds was carried 
out using the Output control report tool in TerraScan-software (Terrasolid, 2005). It reads in the 
reference points and loads every laser point within a given search radius from the individual reference 
points. Then a small triangulated surface model is created from the laser points and laser elevation is 
computed for each of the reference point easting-northing location from the triangulated model 
surface. This effectively interpolates the laser elevation from three laser points which are closest to the 
reference point to be compared. Search radius used for the most dense point clouds (RIEGL, 
Streetmapper and Optech Lynx) was 20 cm, for the others a search radius of 50 cm was used. 
Maximum allowed slope in the triangulated model was set to 20 degrees. 

Planimetric accuracy was evaluated by measuring the reference targets in the received MLS point 
clouds and computing the differences in easting and northing. 

The most deviating values were checked against the ground truth and removed from the analysis if 
there was any doubt that the error is due to the target, not due to the system. These errors were mainly 
detected in the elevation accuracy analysis due to parked cars or changes in vegetation. After this 
‘gross error filtering’, systematic errors were removed, in plane separately for easting and northing, 
and accuracy values were computed. Minimum, maximum and standard deviation values were 
computed for both elevation and planimetric accuracy. Mean and root mean squared error 
(abbreviated to RMSE, Equation 3-1) were determined for the description of the planimetric accuracy. 
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where di is the distance between the reference target and the point cloud target, and n is the number of 
samples. 

3.3  Results 

3.3.1 Elevation Accuracy 

The results of the elevation accuracy analysis are depicted in Table 3-3 and Figure 3-17. For the 
ROAMER and the RIEGL two results are given, I before and II after fine-tuning (see Chapters 3.1.3.2 
and 3.1.3.3 for details). The RIEGL data was acquired while there still was a lot of snow on the 
ground, so the number of reference points that could be used in RIEGL analysis is lower than with 
other high-density systems. Sensei covers only one side of the trajectory, which explains the lower 
number of used reference points. 

ROAMER I ROAMER II Sensei RIEGL I RIEGL II Streetmapper Optech Lynx
CCW CW CCW CW CCW CW CCW CW CCW CW CCW CW CCW CW 

N 2936 2946 2819 2816 1418 1450 1566 1600 1585 1585 2790 2549 2693 2527 
Min -12.9 -17.1 -6.8 -7.5 -11.1 -10.1 -5.7 -5.3 -4.6 -5.7 -5.0 -5.0 -7.1 -6.4 
Max 10.4 12.6 6.0 5.0 14.3 15.0 6.1 4.1 6.5 5.2 5.4 5.1 8.1 9.1 
Std 3.9 3.9 2.0 2.0 3.3 2.9 1.2 1.3 1.2 1.5 1.6 1.6 2.7 2.6 

Table 3-3. Elevation accuracy values in cm for tested MLS systems. Driving directions: counter-
clockwise CCW, clockwise CW. 
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Figure 3-17. Elevation accuracy values (std) in cm for the tested MLS systems for the two 
driving directions. Left column stands for the CCW and right for the CW direction. 
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Elevation accuracy as a function of distance from the trajectory is shown in Figure 3-18. The fine-
tuning has a significant effect on the ROAMER system performance. 
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Figure 3-18. Elevation accuracy as a function of distance from trajectory, linear trend lines 
fitted to the observed errors in two driving directions. 

According to Figure 3-18 the elevation accuracy of the best MLS systems can reach values of 1–2 cm 
up to a range of 35 m. In some cases the trend line suggests that the accuracy improves when the 
distance from the trajectory increases, but this phenomenon is most probably caused by the accuracy 
of the reference data having reached its limits and not being available for analysis of sub-centimeter 
accuracy. 

3.3.2 Planimetric Accuracy 

The results of the planimetric accuracy analysis are depicted in Table 3-4 and Figure 3-19. For the 
ROAMER and the RIEGL two results are given, I before and II after the fine-tuning (see Chapters 
3.1.3.2 and 3.1.3.3 for details). The planimetric accuracy was not analyzed for the Sensei, as the 
reference targets could not be reliably measured from the Sensei point clouds (details in Chapter 
3.1.3.4).  

ROAMER I ROAMER II RIEGL I RIEGL II Streetmapper Optech Lynx 
CCW CW CCW CW CCW CW CCW CW CCW CW CCW CW 

N 124 120 136 120 169 178 193 192 190 177 160 160 
Mean 3.4 3.5 2.2 1.8 2.3 1.5 1.6 2.0 1.7 1.8 3.2 3.7 
Min 0.4 0.5 0.2 0.3 0.1 0.0 0.1 0.0 0.0 0.2 0.1 0.3 
Max 8.7 11.8 6.7 5.1 11.7 11.7 11.5 10.6 9.4 9.7 12.3 13.2 
Std 1.8 2.2 1.1 0.9 1.7 1.3 1.4 1.5 1.5 1.3 1.8 2.3 

RMSE 3.9 4.2 2.5 2.0 2.8 2.0 2.2 2.5 2.2 2.2 3.7 4.3 
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Table 3-4. Planimetric accuracy values in cm for the tested MLS systems. Driving directions: 
counter-clockwise CCW, clockwise CW. 
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Figure 3-19. Planimetric accuracy of tested MLS systems in two driving directions. Left column 
stands for the CCW and right for the CW direction. 

Planimetric accuracy as a function of distance from the trajectory is shown in Figure 3-20. The fine-
tuning has a significant effect on the ROAMER system performance. 

72



 

0.00

0.02

0.04

0.06

0.08

0.10

0.12

0.14

0.16

0.0 5.0 10.0 15.0 20.0 25.0 30.0 35.0 40.0 45.0

Pl
an

im
et

ri
c 

ac
cu

ra
cy

 [m
]

Distance from trajectory [m]

ROAMER I

ROAMER II

RIEGL I

RIEGL II

Streetmapper

Optech Lynx

 

Figure 3-20. Planimetric accuracy as a function of distance from the trajectory, linear trend 
lines fitted to the observed errors in two driving directions. 

With properly calibrated high-end MLS systems, the planimetric accuracy in good GNSS conditions 
is high, and in the present study it was within the limits of the used reference data accuracy, i.e., about 
2 cm. Accuracy deteriorates as the distance to the trajectory increases, but very moderately, when the 
system calibration is in order. 

The results for the ROAMER give a clear example how accuracy is affected when there are problems 
with calibration (ROAMER I) and how re-calibration using collected point cloud data can improve the 
performance (ROAMER II). Similar performance improvement can be expected when errors in 
trajectory, caused by satellite signal outtakes or IMU disturbances, for example, are compensated for 
using strip adjustments or control targets, for instance. 

3.3.3 Factors Affecting the MLS Accuracy 

As the results show, in good GNSS coverage the tested MLS systems can acquire accurate point cloud 
data. Often buildings, trees and other structures disturb the satellite visibility and the performance of 
other navigation instruments such as IMUs and odometers as well as post-processing algorithms 
define the achievable accuracy. Tools for trajectory accuracy improvement are being developed and 
new satellites are being launched, which should add into improved accuracy in areas where the current 
systems have problems. 

Even though the computation of the sensor’s driving path and orientation in time results in 
observation (GNSS, IMU) errors to be minimized, there are still errors in laser distance measurement, 
in scanning mirrors, in position (GNSS) and in orientation (IMU). Consequently, there are systematic 
offsets and random variation both in plane and height. (Pfeifer et al., 2005). These errors can be 
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minimized with the procedure of strip adjustment, earlier known from ALS (e.g. TerraMatch), 
requiring repeated measurements of the same surfaces and objects. With MLS, the possible objects 
and surfaces, which can be used in the correction process, include elevation model, paintings in the 
pavement, vertical poles and building corners.  

Imperfect bore-sight calibration, additionally to the navigation errors, between the scanners on a 
multi-scanner systems leads to multiple reproductions of objects, as in Figure 3-21. This kind of errors 
in relative orientation of the instruments lead to errors in the measured point clouds, which can cause 
problems in the continued handling of the data, such as extraction and modelling of objects. 
Systematic offset errors between the sensors (ΔX, ΔY, ΔZ) can be detected using observations to 
common objects close to them. For example the paintings on the road are feasible for such analysis. 
The Δroll error can be detected using the elevation model acquired with multiple surveys. Δpitch and 
Δheading errors can be detected with vertical objects such as poles and building corners. These 
systematic errors can be corrected appropriately by even manual processing of the data. The time-
dependent variation of these data (random part) needs larger number of observations for corrections 
which proposes the development and use of more automated techniques.   

 

Figure 3-21. A large pole (reference target no. 52) seen double by a dual-scanner system (white 
points). 

4 Benchmarking of Pole Detection Algorithms 

The aim of the research was to study pole and tree trunk extraction methods using MLS data. Poles 
are important features that can also be used in the georeferencing improvement (Section 3.3.3). The 
method studied in this test was first described in Lehtomäki et al. (2010), and is here modified and 
applied to the EuroSDR data (ROAMER MLS data, Section 3.1.3.2) provided for the international 
partners. The results are compared with a method of the ITC (Rutzinger et al. 2011b, Pu et al. 2011, 
Vosselman and Klein 2010, Vosselman et al. 2004). 
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4.1 FGI Method for Pole Detection 

Pole detection is started by segmenting the data. The aim is to find point clusters that are good 
candidates for poles, that is, clusters that have a narrow and elongated shape. Then, clusters are further 
classified as correct targets (poles and tree trunks) and false targets. In the classification, a mask is 
used as a model of a pole. In addition, features are extracted from the clusters to improve the 
classification. (Lehtomäki et al., 2010). 

4.1.1 Segmentation 

When tilted scanning plane is used for the scanning of the scene, typically several neighbouring 
profiles sweep narrow elongated objects (Figure 4-1). The segmentation method makes use of the 
profile or row-column information of the laser data. The laser data can be arranged in a matrix whose 
columns, also called profiles or scan lines, consists of an ordered set of 3D points that are measured 
sequentially with one full revolution of the mirror. Therefore, each 3D point has two unique indices: 
the index of the profile it belongs to (column index) and its placement on the profile with respect to 
other points on the profile (row index). 

First, individual scan lines are segmented independently applying connected component labelling. 
Neighbouring points are compared to each other and labelled with a same label if the distance between 
them is shorter than a threshold. The aim is to find possible sweeps of poles and therefore too long 
point groups are removed. It is also advantageous to remove groups that have too few points. Next, 
the remaining point groups are clustered by searching overlapping groups in the horizontal plane from 
the neighbouring profiles. New groups are added to a cluster from next or previous profiles until no 
new overlapping groups are found. 

The resulting clusters should be narrow and elongated and thus valid candidates for poles. Due to 
shadowing effect some sweeps of a target may be missing and clustering may find two or more 
clusters that belong to a same target. Clusters are compared to each other and merged if they are 
approximately coaxial and close enough to each other. 

 

Figure 4-1. Scanning geometry of the ROAMER when backwards tilted scanning plane is used. 
Even narrow pole-like objects receive several hits from the neighbouring profiles. The scan line 
structure of the data is utilised in the segmentation process by searching short point groups that 

are on top of each other in the neighbouring profiles. (Modified from Kukko (2009).) 
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4.1.2 Extraction of Poles 

A large number of candidates are found in the segmentation and only a part of them are correct 
targets. For example, building walls contain a lot of short point groups that form candidate clusters. 
Extraction of correct targets is done by calculating a set of features for each cluster and by selecting 
only clusters whose feature values satisfy predefined thresholds. In addition, a model of a pole is used 
in the extraction process. Features measure the length, shape and orientation of and the number of 
sweeps in the cluster. The goal is to find poles that are 1 m long or longer. Principal component 
analysis, that gives the directions of the largest variances and corresponding variances (eigenvalues) 
for the point cluster, is utilised in the feature extraction. The length of the cluster is measured along 
the main axis of the cluster, i.e., the line that goes through the centre point of the cluster and is parallel 
to the direction of the largest variance. Shape of the cluster is measured by the ratio of the two largest 
eigenvalues; if the ratio is large the cluster’s shape is elongated and thus resembles the shape of a 
pole. The aim is to find approximately vertical objects and therefore clusters whose main axis is too 
tilted compared to vertical direction are removed. To lessen the number of false positives it is 
advantageous to demand that the cluster contains at least some minimum amount of sweeps on top of 
each other. 

Poles with no vegetation or other disturbing objects around them should be elongated point clusters 
that are surrounded by empty space in the data. The candidates found from the walls do not generally 
fulfil this condition and can be removed using a mask that is placed around the cluster (Figure 4-2). 
The mask that is a “model” of a pole consists of two coaxial cylinders whose axes coincide with the 
main axis of the cluster. The inner one of the cylinders is the smallest possible cylinder with the given 
main axis that contains all cluster points between the lower and upper end of the mask. Larger 
cylinder has, for example, 20–80 cm larger radius. If the number of points inside the outer cylinder is 
almost equal to the number of points inside the inner cylinder, there is an almost empty space around 
the cluster and the data fits the pole model.  

 

 

Figure 4-2.  A mask consisting of two coaxial cylinders is used as a model of a pole in the 
algorithm. The green volume surrounding the pole that is inside the purple cylinder should be 

almost empty of points. 
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For example, the boards of the traffic signs and branches of a tree can be problematic if the mask is 
applied to the whole cluster. Therefore, clusters are checked by moving the mask in small steps from 
the bottom to the top of the cluster. The length of the mask is less than or equal to the minimum length 
of the target. At each step, the orientation and shape of the part of the cluster that is inside the inner 
cylinder is checked. If these features satisfy the thresholds and pole model fits the data the points 
inside the inner cylinder are classified as pole-like. Finally, all pole-like points of the cluster are 
merged and if the resulting merged cluster is long enough and contains enough sweeps it is classified 
as pole. 

4.1.3 Pole Extraction Results 

74.3% of the targets of the field reference were also identified in the mobile data by a human operator, 
rest of the targets were occluded by vegetation, cars or other structures. The algorithm detected (Table 
4-1) 69.7% of the test set targets while the correctness of the detection was 86.5%. 59.1% of the trees 
(127 in total), 82.3% of the traffic signs (79), and 95.7% of the lamp posts (46) were detected. From 
the targets closer than 12.5 m to the trajectory (190 in total), the method detected 71.6% and the 
corresponding correctness was 95.1%. A view to the data including extracted poles can be found in 
Figure 4-3. 

Statistical Number  Distance < 
30m 

Distance < 
12.5m 

Detection Rate (%) 69.7 71.6 
Correct Detections (%) 86.5 95.1 

Table 4-1.  Results of the pole detection. Targets that were visible in the MLS data, closer than 
30/12.5 m to the trajectory and longer than 1 m were included. 

 

Figure 4-3.  A view to the MLS data of the EuroSDR project (small bluish-green dots) including 
extracted poles and tree trunks (larger red dots). 

Approximately half of the missed reference targets had points around the pole-like part that caused the 
target not to fit the model of the pole. This was caused, e.g., by vegetation around the pole or branches 
around the trunk. Many targets were also missed because there were too few points in single sweeps. 
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The corresponding point groups were discarded after scan line segmentation because the number of 
points did not exceed the threshold. There is a trade-off with this threshold parameter; if smaller 
groups are accepted, more correct targets are detected but at the same time more false positives are 
found. In addition, cars that are parked on the side of the road may sometimes cause the lower part of 
a pole or trunk to be missing in the data and this makes it more difficult for the algorithm to detect the 
target. 

Most of the false positives were found in different building structures. Walls in which a narrow 
elongated part was facing the trajectory (e.g. separating walls between balconies), narrow corners in 
the walls (Lehtomäki et al., 2010) or narrow wall parts between windows and doors produced point 
clusters to the data that resembled poles. For the same reason also some billboards caused false 
detections. 

Hofmann and Brenner (2009) reported 94% correctness in their method while 86.5% (30 m to the 
trajectory) and 95.1% (12.5 m) of the targets our method extracted were correct. However, 
comparison is not straightforward. Firstly, they did not study the detection rate of the method. By 
adjusting the parameters of the method, there can be a trade-off between the number of extracted 
references and how many percent of the detected targets are correct. Secondly, the width of the test 
area in the direction perpendicular to the trajectory was not reported in their study. Due to the lower 
point density, targets farther away from the scanner are more difficult to detect. Lastly, the properties 
of the test site, data density and amount of noise can have a strong effect on the detection rate and 
correctness. For example, single buildings with suitable wall structures (see above) can cause a large 
number of false detections. 

The accuracy of pole diameter determination was tested using a set of 41 extracted poles. Results 
show that the diameter was measured with an RMSE of 0.83 cm (bias -3.1 mm). 

4.2 ITC Method for Classification and Pole Detection 

4.2.1 Laser Point Classification 

The used methods for feature extraction of MLS point clouds follow a modular workflow, which 
comprises (i) pre-processing, (ii) point cloud segmentation, (iii) rough classification, and (iv) 
extraction of specific features. As a pre-processing step the raw point cloud is clipped along the GPS 
trajectory into road parts, which have a certain width and length in order to exclude far range areas 
with insufficient point densities for feature extraction. The point cloud is segmented to detect and 
label planar regions using a surface growing algorithm with 3D Hough transformation for the 
detection of seed surfaces (Vosselman et al. 2004, Vosselman and Klein 2010). For each segment the 
size, orientation and connectivity to other segments is investigated in order to roughly classify the 
ground, vertical walls, and raised features, which are on top of the road (such as light poles, cars, and 
trees). Features on top of the ground are further classified by extracting all features containing pole-
like structures. After removing the ground points the remaining points are grouped by applying a 
connected component segmentation. Pole-like structures are detected by slicing each component 
horizontally and fitting an enclosed rectangle to each slice. Then the deviation of the centre point and 
the length difference of diagonals of neighbouring slices from a stack are compared. The detected 
pole-like features are separated into trees and poles including road signs and traffic lights. This is done 
by splitting the features into sub components (such as triangular, rectangular and round shaped 
subcomponents for road signs or irregular subcomponents for tree crowns). Building facades are 
extracted without applying pre-processing in order to include also buildings, which might be located 
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at a farer distance to the MLS trajectory. Also for the extraction of facades the point cloud is first 
segmented. Then for every segment planarity, tilt from vertical and size (height and width) are 
checked. (Rutzinger et al. 2011b). 

4.2.2 Point Classification Results 

ITC applied the above mentioned method to ROAMER 48 Hz mobile data, a combined data set from 
two opposite driving directions and selecting the maximum distance to the trajectory to 15 meters. 
The results of the corresponding analysis are presented in Table 4-2. Figure 4-4 demonstrates the 
quality of the classifier in extracting façade points.  

Statistical Number  Distance < 
15m 

 

Detection Rate (%) 51.9  
Correct Detections (%) 86.2  

Table 4-2.  Results of the pole detection. Targets that were visible in the MLS data, closer than 
15 m to the trajectory and longer than 1 m were included. 

 

Figure 4-4.  Facade classification by ITC. White points represent original facade points, red 
points were classified as facade by ITC. Other colours were misclassified as facade. 87.4 % of 

the facade class points by ITC were true facade points. 

5 Discussion and Conclusions 

The EuroSDR project “Mobile Mapping - Road Environment Mapping using Mobile Laser Scanning” 
focused finally on two issues: benchmarking of mobile laser scanning systems in the test field 
established for this project and benchmarking of pole type object classification. The test field will be 
maintained by the Mobile mapping group of the FGI for further performance and calibration studies 
on the new MLS systems and data processes. 

Obtained quality - In the system comparison, most of the leading manufactures, such as RIEGL, 
Optech and Streetmapper participated together with research systems. The system comparison 
revealed the high quality point clouds generated by all systems under good GNSS conditions. With all 
professional systems properly calibrated, the elevation accuracy was better than 3.5 cm until 35 m. 
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The best system had 2.5 cm planimetric accuracy even with the range of 45 cm. The planimetric errors 
increase as a function of range, but moderately if the system was properly calibrated. The accuracy of 
the systems was high. Even better accuracy may be obtained, which requires that all data is provided 
with higher detail than in 1 cm classes and reference data needs to be of mm level.  

Test field concept - The test site for MLS established in Espoonlahti was found to be a useful concept 
for the verification of the MLS quality. FGI will continue to maintain the test field and it is open for 
all systems in the future.  

Improvement in localization of the system - Since the results of all systems was adequate for high 
level roadside mapping, the main focus on MLS quality research should concentrate on the 
improvement of the trajectory solution under non-ideal (and also with ideal) conditions using both 
improved hardware (additional sensors) and software solutions (post-processing). In the hardware, the 
commercial systems already used odometers. Additional sensors improving the 
georeferencing/localization solution with GNSS loss should be increased. These additional sensors 
can be e.g. cameras, the data of which are automatically processed to solve the position changes 
together with IMU and odometer when GNSS signal is not appropriate. Alternative solutions include 
the use of signals, e.g. painted signals on the roads, as has been demonstrated (Soininen, 2012) in 
Helsinki tram MLS survey.  

Improvements in point cloud georeferencing - The MLS data obtained for comparison was thru the 
standard process of the data providers. Laboratory calibration of offsets and orientations of system 
components can be fine-tuned by the real data. In Optech and Streetmapper both these calibrations are 
assumed to be done already by the data provider. With RIEGL and ROAMER, the calibration was 
done first with using only the laboratory-type calibration, which showed the need for further 
calibration in the field. The second point cloud was provided taking the aspects mentioned in Section 
3.3.3, and e.g. in ROAMER a significant roll error was found with overlapping point cloud data. For 
the future, the improvement of georeferencing solutions via MLS strip adjustment process needs more 
automation. The corrections to the offsets and orientations needs to be made to the trajectory 
information.  

The improvements in the georeferencing could also include improvements due to abrupt jumps and 
other errors in the data. Schwarz and El-Sheimy (2004), discussed the use of three post-processing 
techniques, such as de-noising, auto regression modelling and smoothing. Denoising is a noise 
reduction done directly to the sensor measurements. Auto regression modelling reduces noise in the 
data fusion step, and e.g. forward and backward Kalman filter are example of this method type and 
already applied in the typical GNSS/IMU integration. Also, numerical smoothing on the post-
processed trajectories can be performed.  

Benchmarking of algorithms for object detection - The processing of MLS data has shown to be 
complex. In principle, all ALS, TLS and range image-based algorithms are feasible also for MLS data 
processing. There are methods available, but for this comparison we got results that could be 
compared only from ITC and FGI. Other inputs were not obtained that had enough coverage for 
verification. The FGI pole detection algorithm was implemented based on the knowledge of the 
ROAMER measurement principle and it has been developed originally only for pole type objects. 
Therefore, it obtained better accuracies than the general classification concept of the ITC. The work of 
both groups has been continued after the EuroSDR test, and the current state can be summarized as 
stated in Pu et al. (2011): “While poles are recognized for up to 86%, classification into further 
categories requires further work and integration with imagery”. Since the goal is to have high 
automation rate supported by minimum amount of manual work, and to create accurate 3D models of 
roadsides and cities, there is still a significant contribution needed for future research. The further 
research methods need also to be implemented in commercial software before the exploitation can be 
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done in full scale. There is already software, such as from Terrasolid, that is specifically aimed also 
for mobile laser data processing.   

In general, FGI continues the activities of benchmarking of MLS algorithms, but that is currently done 
mainly on bilateral basis rather than under international projects. The ROAMER data from 
Espoonlahti is available also in the future for benchmarking activities and we consider even making a 
larger public data available for future MLS research and verification.  
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